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The subcommittee met, pursuant to notice, at 9:30 a.m., in room 2247, Rayburn House Office Building, Hon. Adam Putnam (chairman of the subcommittee) presiding.

Present: Representatives Putnam and Clay.

Staff present: Bob Dix, staff director; John Hambel, senior counsel; Chip Walker, Scott Klein, and Lori Martin, professional staff members; Ursula Wojciechowski, clerk; David McMillen, minority professional staff; and Jean Gosa and Early Green, minority clerks.

Mr. PUTNAM. A quorum being present, this hearing of the Subcommittee on Technology, Information Policy, Intergovernmental Relations and the Census will come to order.

Good morning, and welcome to a series of planned hearings on cyber security, a topic that is critically important and one that has largely been neglected both in congressional debate, private sector action, and administrative action. It is a pleasure to have a distinguished panel of witnesses with us this morning.

Virtually every aspect of our lives is in some way, shape, or form connected to computers. Networks that stretch from coast to coast or around the world connect these computers to one another. In the traditional sense, we have thought of our security as a Nation in the physical—bridges, power plants, water supplies, airports, etc. Security of our physical infrastructures has been a high priority and a particularly visible priority since September 11, 2001.

The military, customs, and border patrol are charged with protecting and securing our borders. The Coast Guard protects our waterways. Federal, State, and local law enforcement officials protect our bridges, railways, and streets and provide for our own personal protection. But in this day and age, this type of one-dimensional thought is no longer adequate. Our critical infrastructure of the cyber kind must have the same level of protection if we are to be secure as a Nation from random hacker intrusions, malicious viruses, or worse—serious cyber terrorism.

There are several things unique to cyber attacks that make the task of preventing them particularly difficult. Cyber attacks can
occur from anywhere around the globe; from the caves of Afghanistan to the war fields of Iraq, from the most remote regions of the world or simply right here in our own back yard, perhaps in the bedroom of some 16-year-old who is particularly gifted in computers and electronics. The technology used for cyber attacks is readily available and changes continuously. And perhaps most dangerous of all is the failure of many people, critical to securing these networks and information from attack, to take the threat seriously, to receive adequate training, and to take the steps needed to secure their networks. I am happy to say today that all of the witnesses here are on the forefront of this war—on cyber terrorism—and I am looking forward to their insightful testimony.

In May 1998, President Clinton released Presidential Decision Directive No. 63. This Directive set up groups within the Federal Government to develop and implement plans that would protect Government-operated infrastructures and called for a dialog between Government and the private sector to develop a National Infrastructure Assurance Plan that would protect all of the Nation’s critical infrastructures by 2003. The Directive has since been supplemented by Executive Order 13231, which established President Bush’s Critical Infrastructure Protection Board and the President’s National Strategy for Homeland Security.

Since January 2001, efforts to improve Federal information security have accelerated at individual agencies and at the Government-wide level. For example, implementation of Government Information Security Reform Act (GISRA) legislation, enacted by the Congress in October 2000 was a significant step in improving Federal agencies’ information security programs and addressing their serious, pervasive information security weaknesses. In implementing GISRA, agencies have noted benefits, including increased management attention to and accountability for information security. Although improvements are under way, recent GAO audits of 24 of the largest Federal agencies continue to identify significant information security weaknesses that put critical Federal operations and assets in each of those agencies at risk.

On December 17, 2002, the Federal Information Security Management Act (FISMA), was enacted as Title III of the E-Government Act of 2002. FISMA permanently authorizes and strengthens the information security program, evaluation, and reporting requirements established by GISRA. Among its provisions, it also requires the National Institute of Standards and Technology to develop standards that provide mandatory minimum information security requirements for Federal information security systems.

While securing Federal information systems is critical, so is securing the critical infrastructure of the Nation—80 percent of which is privately controlled. Reports of computer attacks abound. The 2002 report of the Computer Crime and Security Survey conducted by the Computer Security Institute and FBI’s San Francisco Computer Intrusion Squad showed that 90 percent of the respondents, mostly large corporations and Federal agencies, had detected computer security breaches within the last 12 months; 90 percent. In addition, the number of computer security incidents reported to the CERT Coordination Center rose from over 9,800 in 1999 to over
52,000 in 2001 and over 82,000 in 2002. And these are only the attacks that are reported.

The director for CERT Centers, operated by Carnegie Mellon University, stated that he estimates as much as 80 percent of actual security incidents go unreported. In most cases, this is because either the organization was unable to recognize its systems have been penetrated or there were no indications of penetration or attack, or the organization was just reluctant to report.

Our own GAO has found a disturbing trend among Federal agencies. In both 2001 and 2002, GAO continued their analysis of audit reports for 24 major departments and agencies. The audits identified significant information security weaknesses in each that put critical Federal operations and assets at risk.

While the Federal Government and private sectors have made improvements in cyber critical infrastructure protection, there is still much work to be done. In July 2002, GAO identified at least 50 Federal organizations that have various national or multiagency responsibilities related to cyber critical infrastructure protection. The interrelationship of these organizations is vital to a successful cyber CIP strategy. These organizations also interrelate and coordinate with even more private sector organizations as well as the State and local governments.

The ability of all of these groups to communicate well, to understand the risks involved, accept common goals and minimum standards, and accept full accountability will be the keys to a successful national effort to protect the Nation’s critical infrastructures and our Government networks.

This subcommittee accepts the serious nature of the oversight responsibility related to this topic, and this hearing today is simply the beginning of what will be a series of hearings that examine and measure the progress toward achieving true cyber security.

We are delighted to be accompanied by the gentleman from Missouri, the ranking member, Mr. Clay. I recognize you for any opening remarks. Thank you for joining us.

[The prepared statement of Hon. Adam H. Putnam follows:]
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STATEMENT OF THE CHAIRMAN

“Virtually every aspect of our lives is in some way, shape or form connected to computers. Networks that stretch from coast to coast, and, in fact, around the world connect these same computers to each other. In the traditional sense, we have thought of our security as a Nation in the physical...bridges, power plants, water supplies, airports, etc. Securing our physical infrastructures has been a highly visible priority, particularly since 9-11.

“The military, customs, and border patrol are charged with protecting and securing our borders. The Coast Guard protects our waterways. Federal, state, and local law enforcement protect our bridges, railways, and streets and provide for our own personal protection. However, in this day and age, this type of one-dimensional thought is no longer adequate. Our critical infrastructure, of the cyber kind, must have the same level of protection if we are to be secure as a Nation, from random hacker intrusions, malicious viruses or worse – serious cyber terrorism.

“There are several things unique to cyber attacks that make the task of preventing them particularly difficult. Cyber attacks can occur from anywhere around the globe: from the caves of Afghanistan to the war fields of Iraq, from the most remote regions of the world or simply right here in our own back yard. The technology used for cyber attacks is readily available and changes continually. And, maybe most dangerous of all, is the failure of many people – critical to securing these networks and information from attack – to take the threat seriously, to receive adequate training, and to take steps needed to secure their networks. I am happy to say today that all of the witnesses here today are on the forefront of this war -- on cyber terrorism -- and I’m looking forward to their insightful testimony.
“In May 1998, President Clinton released Presidential Decision Directive No. 63, The Directive set up groups within the federal government to develop and implement plans that would protect government-operated infrastructures and called for a dialogue between government and the private sector to develop a National Infrastructure Assurance Plan that would protect all of the nation’s critical infrastructures by 2003. The Directive has since been supplemented by Executive Order 13231, which established President Bush’s Critical Infrastructure Protection Board and the President’s National Strategy for Homeland Security.

“Since January 2001, efforts to improve federal information security have accelerated at individual agencies and at the government wide level. For example, implementation of Government Information Security Reform Act legislation (GISRA) enacted by the Congress in October 2000 was a significant step in improving federal agencies’ information security programs and addressing their serious, pervasive information security weaknesses. In implementing GISRA, agencies have noted benefits, including increased management attention to and accountability for, information security. Although improvements are under way, recent GAO audits of 24 of the largest federal agencies continue to identify significant information security weaknesses that put critical federal operations and assets in each of these agencies at risk.

“On December 17, 2002, the Federal Information Security Management Act (FISMA) was enacted as Title III of the E-Government Act of 2002. FISMA permanently authorizes and strengthens the information security program, evaluation, and reporting requirements established by GISRA. Among its provisions, it also requires The National Institute of Standards and Technology to develop standards that provide mandatory minimum information security requirements for federal information systems.

“While securing federal information systems is critical, so is securing the critical infrastructure of the nation -- 80 percent of which is privately controlled. Reports of computer attacks abound. The 2002 report of the “Computer Crime and Security Survey,” conducted by the Computer Security Institute and the FBI’s San Francisco Computer Intrusion Squad showed that 90 percent of the respondents (primarily large corporations and government agencies) had detected computer security breaches within the last 12 months. In addition, the number of computer security incidents reported to the CERT Coordination Center rose from 9,859 in 1999 to 52,658 in 2001 and 82,094 in 2002. And, these are only the reported attacks.

“The Director, CERT Centers, operated by Carnegie Mellon University, stated, that he estimates that as much as 80 percent of actual security incidents go unreported, in most cases, because (1) the organization was unable to recognize its systems had been penetrated or there were no indications of penetration or attack, or (2) the organization was reluctant to report.

“Our own General Accounting Office has found a disturbing trend among federal agencies. In both 2001 and 2002, GAO continued their analyses of audit reports for 24
major departments and agencies. The audits identified significant information security weaknesses in each that put critical federal operations and assets at risk.

“While the federal government and private sectors have made important improvements in cyber CIP, clearly there is still much work to be done. In July of 2002 GAO identified at least 50 federal organizations that have various national or multiagency responsibilities related to cyber CIP. The interrelationship of these organizations is critical to a successful cyber CIP strategy. These federal organizations also interrelate and coordinate with even more private sector organizations as well as state and local governments.

“The ability of all these groups to communicate well, understand the risks involved, accept common goals and minimum standards, and accept full accountability will be the keys to a successful national effort to protect the nation’s critical infrastructures and our government networks.

“This Subcommittee accepts the serious nature of the oversight responsibility related to this topic, and this hearing today is just the beginning of what will be a series of hearings that examine and measure the progress towards achieving true Cyber security.”

###
Mr. Clay. Good morning. Thank you, Mr. Chairman, for calling this hearing. I would like to welcome the witnesses who are going to testify before us today. The issue before us today, as the chairman has pointed out, is as critical as any national security issue. Unfortunately, it is even more complex than most.

There are really two issues before us today. First, as the title of this hearing implies, we must examine the processes in place for protecting our Nation's critical infrastructures, like the telephone system, financial systems, the supply of electricity, natural gas, water, and emergency services. Second, and equally important, we must examine the security of the computer systems that run our Government from day to day.

Just last November, this committee issued a report on computer security where only 3 agencies got grades of C or above and 14 agencies failed. Some of the answers to these questions are the same. Computer security takes place in the trenches. If the man or woman sitting at the desk does not do the proper thing, then our systems will not be secure. If the system administrator does not install the proper patches when they become available, then our systems will not be secure. If the procurement officer does not examine software for security features before recommending or approving a purchase, then our system will not be secure. All of the security plans in the world will not make our systems secure unless those at the heart of the system do their job.

As we have learned, computer security has not been a priority at agencies. Over the past 4 years, Congress has steadily turned up the heat. Former Representative Horn issued a number of report cards, each one showing the situation was worse than we realized. One of the lessons from that experience was that when we asked agencies to evaluate themselves, they are often overly optimistic. Last year, the report cards, based primarily on audit report from the Inspector General, were the worst ever.

We may have turned the corner. Last year, we passed the Federal Information Security Management Act [FISMA], which is a significant step forward in setting out requirements for computer security that agencies must follow. Now we must assure that those requirements are implemented. It is my understanding that OMB has yet to issue the guidance required under FISMA. I hope that Mr. Forman will tell us that OMB has renewed its efforts to assure that the requirements of FISMA are implemented.

We have a long way to go but I believe we are on the right track to secure our Government's day to day computer system. I am not sure I can say the same thing about protecting our critical infrastructure. While I believe we are making progress in this arena, it is very slow. It has been almost 7 years since President Clinton established the President's Commission on Critical Infrastructure Protection and almost 5 years since President Clinton issued Presidential Decision Directive No. 63, to assure critical infrastructure protection. I expect our witnesses today will report on how we are progressing toward the goals established in that Directive.

What concerns me, however, is that we have entered an era where things like critical infrastructure protection and Homeland Security are being used to erode our open Government. Just last week, USA Today reported that we are facing the biggest rollback
of open Government laws since those laws were passed 30 years ago. What is tragic is that this renewed emphasis on secrecy is unnecessary. In the 19th century, the cryptographer August Kirkovs set down a principle that is the most advanced work in cryptography today: “In good systems, the system should not depend on secrecy and it should be able to fall into the enemy’s hands without disadvantage.” Put another way, the knowledge that American citizens are going to jump anyone who tries to hijack a plane does more to prevent hijacking than all of the secret plans at the Transportation Security Agency. If we sacrifice the fundamental principles of our society in the name of security, we have won neither security nor freedom. Thank you, Mr. Chairman.

Mr. PUTNAM. Thank you very much.

At this time we will begin with our witnesses. All of you have been very gracious to provide thorough written testimony. As you know, we ask that you limit your oral presentation to 5 minutes. There is a light box on your table; the green light means that you may begin your remarks, and the red, we ask you to begin to sum up because the time has expired. We do have several witnesses and some panel members who are on a tight time schedule and we will attempt to be as thorough and as efficient as possible.

As you know, it is the policy of this committee that we swear in witnesses. So please rise and raise your right hands.

[Witnesses sworn.]

Mr. PUTNAM. Note for the record that all of the witnesses responded in the affirmative.

I would like to begin the first panel with Richard Clarke. Richard Clarke is an internationally recognized expert on security, including homeland security, national security, cyber security, and counter-terrorism.

He has served the last three Presidents as a senior White House advisor. Over the course of a record setting 11 consecutive years of White House service, he has held the titles of special assistant to the President for global affairs, national coordinator for security and counter-terrorism, and special advisor to the President for cyber security.

Prior to his White House years, Mr. Clarke served for 19 years in the Pentagon, the Intelligence Community, and State Department. During the Reagan administration, he was Deputy Assistant Secretary of State for Intelligence. During the first Bush administration, he was Assistant Secretary of State for political-military affairs and coordinated diplomatic efforts to support the first Gulf war and the subsequent security arrangements.

Today Mr. Clark consults on a range of issues, including: corporate security risk management, information security technology, dealing with the Federal Government on security and IT issues, and counter-terrorism. Clearly, he is a well-qualified witness for this subcommittee hearing.

We are delighted to have you with us, Mr. Clarke. With that, you are recognized for 5 minutes.
Mr. C LARKE. Thank you, Mr. Chairman, Mr. Clay. Mr. Chair-
man, first let me start by commending you for having this hearing
and recognizing the importance of this issue. Your remarks were
right on point. I am not surprised that you are on top of this issue.
I recall very well that long before September 11th, you asked me
when I was the Counter-Terrorism Czar to come up and brief you
on al-Qaeda before most Members of the Congress knew what al-
Qaeda was. So I am not surprised that you are on top of this issue
before other people.

I would hope that with cyber security we could do more to raise
our defenses before we have a major disaster. With al-Qaeda, un-
fortunately, we had to wait until we had a major disaster for peo-
ple to get it and for people to act on that understanding. It would
be nice if, for once, we were able to get the Congress and the ad-
ministration and the corporate world to understand the issue be-
fore the disaster occurs.

The problems that we have had to date in cyber security are
minor when compared to the potential. And the mistake a lot of
people make is that they look at the past as a predictor of the fu-
ture, that the past $17 billion a year worth of damage by cyber se-
curity they think is just a minor nuisance. Unfortunately, as long
as we have major vulnerabilities in cyberspace and we do not ad-
dress those major vulnerabilities, we run the potential for some-
body doing us much more severe damage than has been done to
date. So people who look at the cost of cyberspace security prob-
lems today and say those problems are not significant should in-
stead be looking to the future and what could happen based on the
vulnerabilities that exist.

Mr. Chairman, I have suggested in my written testimony 10
things which I think this committee and the Congress could do in
general. Let me quickly go over them in the time allowed.

First and foremost, I think the Department of Homeland Secu-
rity must be the focus, the location in the executive branch that
has clear responsibility for cyberspace security. That is the intent
of President Bush’s National Strategy. Unfortunately, the depart-
ment in its early days, and I admit these are early days, has not
organized itself to take on that heavy responsibility. has not cre-
ated a Cyberspace Security Center, has not recruited senior recog-
nized cyberspace security experts. Until it does, we will continue to
have a major problem.

Second, we still lack a Chief Information Security Officer for the
Federal Government. I have the utmost respect for my friend and
colleague Mark Forman, but he is not the Chief Information Secu-
ry Officer. We do not have one. You would think that since Con-
gress has given to OMB by law the responsibility for managing the
IT security of the Federal agencies, except for the Defense Depart-
ment and the Intelligence Community, that they would have a large staff of people dedicated fully to this issue. They do not. And until they do, we are likely to continue to have 14 agencies getting Fs and no agencies getting better than C. No matter what laws we pass, no matter what acronyms we adopt—FISMA, GISRA—until there is a clear full-time responsible official in the White House with a full-time responsible staff that is sufficiently large and sufficiently qualified, we will not be able to implement these laws.

Third, the Congress passed last year the Cyber Security Research Act. I think it is important that authorization be matched with an appropriate appropriation this year.

Fourth, I think the committee ought to look at the mechanisms of the Internet itself, the things which are owned in common, not by the Government, not by a particular company, but the Internet mechanisms for traffic flow, all of which are highly vulnerable as was proved by the attack on the Domain Name System last year.

Fifth, I think rather than asking GAO to do periodic onsite inspections and come up with reports, GAO should be authorized by this committee to buy the devices which are now available to allow auditing and scanning of major enterprises for the 2,800 known vulnerabilities on a daily basis. The technology is deployed in the private sector. It allows companies' CEOs, COOs, on a daily or weekly basis, to see every machine in their network and to see whether or not it is fixed, whether or not it is vulnerable. GAO should have that technology and it should have it deployed in all of the major Government agencies, so you, Mr. Chairman, members of this committee can get a weekly report, a monthly report, rather than having these one-off GAO inspections every year, which are costly and which do not give you the same results as this kind of automated auditing against the 2,800 known vulnerabilities.

Sixth, the General Services Administration has put into place a Patch Management System. And as Mr. Clay said, there is a real problem in this Government with a lack of people fixing patches. That Patch Management System is a great place to invest additional dollars, the best place where we can invest in order to improve security.

Let me stop there, Mr. Chairman, as my time is up.

[The prepared statement of Mr. Clarke follows:]
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“MAJOR CYBERSPACE VULNERABILITIES WILL BE USED AGAINST US”
Mr. Chairman,

It is a pleasure to testify before your committee today, the first time I have testified before any Congressional committee since leaving the Federal service several weeks ago after thirty years.

Before I begin, however, I would like to pay tribute to Chairman Putnam, both for calling this hearing and for his keen interest in the security of the United States. Almost no one knows that when Congressman Putnam first came to the House, before the events of September 11th, he sought out a Special Assistant to the President for a briefing on the threats posed by al Qida at a time when many in Congress and most people in America did not know what al Qida was.

It is not surprising to me, therefore, that you are now focusing on Cyber Security, Mr. Chairman. Once again, you are seeking to understand the emerging threats to our country before they can damage us.

The Threat and the Vulnerabilities

Let me begin by talking a little bit about the threat and the vulnerabilities.

For many, the cyber threat is hard to understand. They think that these cyber attacks are unfortunate, but are just a cost of doing business, just a minor nuisance in a multi-trillion dollar economy. No one has died in a cyber attack, after all, there has never been a smoking ruin for cameras to see.

Such reasoning is dangerous. Implicit in such thinking is the unarticulated notion that the only cyber attacks that can happen in the future are those similar to what has happened in the past. Implicit is the 20th century notion that if it is not a smoldering heap with a body count, there has been no real damage.
That is the kind of thinking that said prior to September 11th that the only kind of hijacking we will ever have in the US would be the flights to Havana we had in the past. It is the kind of thinking that said we never had a major foreign terrorist attack in the United States, so we never would; Al Qida has just been a nuisance, so it never will be more than that.

The threat is really very easy to understand. If there are major vulnerabilities in the digital networks that make our country run, then someday, somebody will exploit them in a major way doing great damage to the economy. What could happen? Transportation systems could grind to a halt. Electric power and natural gas systems could malfunction. Manufacturing could freeze. 911 emergency call centers could jam. Stock, bond, futures, and banking transactions could be jumbled. If that major attack comes at a time when we are at war, it could put our forces at great risk by having their logistics system fail.

Meanwhile, short of the Big Attack, there is damage being done every day. The threat ranges from minor cyber vandalism to theft of intellectual property and personal identity, to extortion, industrial espionage, international spying, to stoppages of sales or production. The culprits range from cyber joy riders, to thieves, to organized criminals, to corporate spies, to terrorist groups, to nation states.

Several nation states, including our own, have formed intelligence and military units to exploit cyber vulnerabilities for information collection and for damaging enemies’ infrastructure in future wars. They all must think there is some potential for doing serious damage to an enemy not with bombs and bullets but with bits and bytes.
I am not alone in thinking there is a serious cyber threat. Who is convinced that the threat is real and important to our national economy and national security? In 1997 a Presidential Commission of distinguished leaders concluded there was an urgent threat. A National Academy of Sciences panel reached the same conclusion. A Presidential Decision Directive and National Plan followed. Then in the Bush Administration, the President signed an Executive Order and a National Strategy on cyber security. President Bush requested an increase of 64% in cyber security spending to defend federal departments’ systems in his first budget. The Congress approved it and added its own Cyber Security Research Act. The House of Representatives recently formed a Cyber Security sub-committee.

In the private sector, while spending is down, IT security spending is up. Companies are buying software and hardware to find and fix their vulnerabilities. Segments of the private sector have united to form groups to share information about cyber security and to develop best practices to prevent and recover from cyber attacks.

Every few weeks brings further evidence that there are significant vulnerabilities in our national cyber infrastructure.

In January, someone wrote a little piece of computer code. It was a simple enough task. They took a glitch in Microsoft’s SQL Server software that Microsoft had warned about months before and for which Microsoft had provided a fix. Then the hacker added a couple of lines of code that would cause their little program to search the internet for systems that had not applied the fix. When the program found such “unpatched” systems, the code would use the glitch to enter the vulnerable computer, destroy files, and use the infected computer as a launch point to attack any other computer it could find.
Then the hacker hit “send.”

Fifteen minutes later, over 300,000 computers were crashing. Some bank ATM machines went off line. Some routers that run computer networks flapped and were unable to send internet traffic. Some 911 call systems were hit. An airline cancelled flights. Some companies, unable to work, sent employees home. Untold millions of dollars were spent cleaning it up.

That was all the work of one hacker, exploiting a vulnerability in one company’s server software that had been known for months, and which most systems administrators had fixed. But because of the high degree of interconnectedness and interdependency in cyberspace, systems in addition to servers crashed, companies that had fixed the vulnerability were hit anyway, and companies that were not even running the software were damaged.

That attack was not hard to write. And it was just one of many such attacks that have been tried in the last few years.

The vulnerability that was exploited was just one of the 2800 glitches in software that have been publicly revealed.

In addition to the January worm I discussed called “sapphire” recent months have seen the first concerted attack on the mechanisms of the internet itself, the Domain Name System servers. We have also seen the discovery of a major flaw in “Send Mail” a system used widely in government and industry.

They are just the tip of the iceberg.
People who ask “who is the threat” are to some extent missing the point. As long as there are major vulnerabilities in our cyber infrastructure, and there are many, some one will exploit them. We can not anticipate and stop every threat. We can, however, start systematically to eliminate the vulnerabilities they could exploit.

What is to be Done?

Mr. Chairman, the President issued a National Strategy to Secure Cyberspace in February. It was the work of thousands of Americans from all sectors of our economy. It was developed with 10 White House Town Hall meetings held around the country. A first draft of the Strategy was posted for all America to review and comment upon.

The five National Priorities and the numerous specific steps under each of those priorities are a road map for government partnership with the private sector to begin eliminating the cyber vulnerabilities.

I want to highlight ten specific steps, which I believe deserve immediate attention of the House and of this Committee.

First, the Department of Homeland Security must organize itself and recruit the personnel necessary to carry out its significant responsibilities under the President’s approved Strategy. Three of the five priorities in the strategy call upon DHS to take the lead. To date, DHS has not formed a National Cyber Security Center to be the focal point for its responsibilities in this area. Nor have they recruited a cadre of nationally recognized cyber security experts. They are not currently in position to carry out their responsibilities under the President’s National Strategy.
Second, the U.S. Government must have a Chief Information Security Officer to insure that the Federal departments secure their systems. That CISO must have executive authority to direct action by agencies. Without such an official departments will continue as they have for years, vulnerable to cyber intrusion and woefully behind in the deployment of modern IT security technology. To date OMB has attempted to perform this function with one or two people buried in their bureaucracy and an interagency committee of the CIO Council, which lacks both expertise and authority.

Third, the Congress should appropriate the funds authorized by the Cyber Security Research Act, even if the Administration does not seek the full authorization. In doing so, the Congress should front end load the multi-year $900 million with three year programs. Funds should not go to universities alone, as is the tradition with the National Science Foundation, but should be made available to the Federally Funded research and Development Centers and National Labs such as MITRE, Los Alamos, and Livermore.

Fourth, Congress should direct the implementation of a program to secure the mechanisms of the internet that are owned in common, specifically the Domain Name System (DNS) and the Border Gateway Protocol (BGP). These two systems are extremely vulnerable today and their destruction or damage could halt the internet and all associated networks.

Fifth, Congress should direct and fund the GAO to install vulnerability scanning sensors in all Federal departments’ networks. Such sensors are available commercially are work well. These sensors could report daily, weekly, or monthly on which of the 2800 known vulnerabilities are present in each network. With this knowledge, the departments could eliminate the vulnerabilities. The reports of the sensors should be given to this Committee, to the Inspector Generals of the Departments so that they can carry out their legal responsibilities with regard to cyber security, to the department CIOs, and to the Department leadership.
Sixth, this Committee should direct the expansion of the Patch Management System recently created by GSA. Over 90% of detected intrusions utilize known vulnerabilities for which a fix or “patch” had already been made publicly available. The GSA Patch system makes these fixes freely available to departments on a voluntary basis. The new system should be expanded to identify when the patches have been applied (and when they have not been) and to identify in advance potential conflicts between the patching software and other widely utilized software. Expanding this program is the most cost effective expenditure that this Committee could direct.

Seventh, this Committee should require that all Federally employees utilize a Common Access Card similar to the DOD “CAC” program to log on to their computers. The CAC is a multi-factor authentication device that can replace vulnerable passwords and can permit encryption. DOD has proved it can work.

Eighth, this Committee should communicate to the Executive Branch agencies its support for increased outsourcing of IT security to Managed Security Providers (MSPs). We kid ourselves, Mr. Chairman, if we believe that most departments can operate 24 x 7 command centers to monitor intrusion detection devices and firewalls. Moreover, these systems constantly alarm and only trained experts with a synoptic view over a wide range of networks can tell the wheat from the chaff.

Ninth, the Congress should support the expansion of private sector Cyber Security Best Practices, Information Sharing, and Cyber Security Risk Management Insurance. These three elements are essential to the success of a voluntary, non-regulatory approach to private sector cyber security. To do so, Congress should, inter alia, hold oversight hearings into the
implementation of the voluntary guidelines and Best Practices developed by
the FCC’s National Interoperability and Reliability Council (NIRC) for
Internet Service Providers (ISPs). Congress should consider cost sharing
with the Information Sharing and Analysis Centers (ISACs) formed by
industry groups. The Terrorism Risk Insurance Act should be examined for
the role that in can play in encouraging the insurance industry to underwrite
cyber security risk policies, based on Best Practices.

Finally, Mr. Chairman, the Congress should require every department to
operate a Cyber Security Awareness program to train employees on the risks
of poor IT security and the steps they can each take to help secure the
networks. Many Federal employees do not know when they are placing
their department’s network at risk by their own practices. Boring lectures
and employee handbooks will not suffice. Departments should employ
Learning/Teaching Computer Games, contests, and other innovative
techniques.

These ten steps alone are not sufficient, but they are within the power of this
Committee or this Congress, and they would be a very good start. Thank
you again for the opportunity to testify before this Committee.
Mr. PUTNAM. Thank you very much.

At this time we are pleased to welcome to the Subcommittee Michael Vatis. Mr. Vatis is Director of the Institute for Security Technology Studies at Dartmouth College and the Chairman of the Institute for Information Infrastructure Protection, or I3P. ISTS is a principal national center for research, development, and analysis of counter-terrorism and cyber security technology. I3P is a consortium of major research organizations, whose mission is to develop a national R&D agenda for information infrastructure protection, promote collaboration among researchers, and facilitate and fund research in areas of national priority.

Between 1998 and 2001, Mr. Vatis founded and served as the first director of the National Infrastructure Protection Center in Washington, now part of the Department of Homeland Security. NIPC was the lead Federal agency responsible for detecting, warning of, and responding to cyber attacks, including computer crime, cyber-terrorism, and cyber-espionage.

Mr. Vatis has also served in the U.S. Departments of Justice and Defense. As Associate Deputy Attorney General and Deputy Director of the Executive Office of National Security, he coordinated the Justice Department's national security activities and advised the Attorney General and Deputy Attorney General on issues relating to counter-terrorism, high-tech crime, counter-intelligence, and infrastructure protection. He is a graduate of Princeton and Harvard.

Welcome, Mr. Vatis.

Mr. VATIS. Thank you, Mr. Chairman. It is a pleasure to be here this morning to testify before you and the subcommittee along with my distinguished colleagues. I would like to wholeheartedly endorse the substance of both your own statement and that of Mr. Clay, as well as that of my colleague, Dick Clarke, because I think all of those statements summarize very well the nature of the problem and where we are today in terms of our capability to deal with an increasingly serious issue.

I would like to limit my oral remarks today to the part of my written testimony that deals with where I think the principal shortcomings are. I think it should be said that there are many good initiatives going on right now in individual agencies. And GSRA and FISMA were significant advances on Congress' part in dealing with the problem. But I think we have in some respects actually regressed in recent months in our ability to deal with this issue.

One of the areas has to do with the fact that with the dismantling of the President's Critical Infrastructure Protection Board and the Office of Cyberspace Security in the White House—Mr. Clarke's former office—there is at the moment a serious void in the executive branch's leadership. There is no central locus right now for policymaking and for coordination of efforts across all of the agencies at the policy level. I think that will significantly impede the Government's ability to move forward on this issue.

Many of the responsibilities that had been carried out by the Board and by Mr. Clarke's former office are supposed to be carried out now by the new Department of Homeland Security. But most of the officials who are supposed to take on those responsibilities have, to my knowledge, not yet been formally nominated, let alone
confirmed. And so that void is likely to continue at the leadership level for several months.

At the operational level, I think we see a similar void. Many different entities in the Government that had some responsibility for cyber security—including parts of my former organization, the NIPC; the Critical Infrastructure Assurance Office; and FedCIRC—all were moved into the Department of Homeland Security on the theory that the efforts of these organizations should be consolidated to achieve greater efficiency and effectiveness. The problem, however, is that for at least some of those entities, in fact, the consolidation is less than meets the eye.

My former organization, the NIPC, was supposed to contribute over 300 of the positions in the new department that would be focusing on intelligence analysis and infrastructure protection. In fact, though, if you examine what actually occurred, it was a transfer of vacant FTEs, not of actual people, because most of the people stayed at the FBI or found other jobs elsewhere in the Federal Government. And so, in fact, now DHS has a tall order: filling hundreds of job vacancies. And the capabilities that were built up at the NIPC over the 5-years since its inception have essentially been dismantled or ramped down considerably because of the lack of personnel. So, again, given the length of time that hiring of Federal employees takes, particularly when you add in the need for background investigations, it is my view unfortunately, that it could take over a year before we even get back to where we were in terms of our capability to detect, warn of, and respond to major cyber attacks.

The other issue I think that needs to be focused on is at the policy level: what is the Government's policy with regard to the privately owned critical infrastructures and how can it induce greater security of those critical infrastructures? Both the Clinton administration and the Bush administration, in my view, have primarily relied on what I call the “soapbox strategy,” having officials—like Mr. Clarke, like myself when I was in the Government, like Mr. Forman—get up on a proverbial soapbox and talk about the seriousness of this problem and urge the owners and operators of infrastructures to take the problem seriously and do something about it. I think those efforts have been partially successful in raising awareness, in getting more attention focused on the problem. But I think at the end of the day those efforts clearly are not enough. More needs to be done.

And so I would urge this subcommittee to consider some more imaginative and more aggressive approaches; perhaps regulation modelled after HIPAA for health care providers, or the Graham-Leach-Bliley Act for financial service companies; and perhaps other, what I would call, softer approaches to incent the marketplace, to create incentives for companies to make more secure products and for owners and operators of infrastructures to take security more seriously. Rather than simply saying we do not want to regulate in this high-tech area, we should at least give serious consideration to measures that would move us beyond the soapbox strategy. Thank you very much.

[The prepared statement of Mr. Vatis follows:]
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Cyber Security: The Challenges Facing Our Nation in Critical Infrastructure Protection

Mr. Chairman, Madam Vice Chair, Ranking Member Clay, and Members of the Subcommittee. I would like to thank you for the opportunity to testify before you today on the subject of cybersecurity. This issue is one that has been with us as long as we have had computers. But it has grown in importance in recent years as both our economy and our national security become increasingly dependent on the security of computer and information networks. This is not only a problem for the future. It is a very real problem right now. And though we face many other challenges to both our economic and national security today, the problem of cybersecurity is unique in its complexity and in its rapidly evolving character. I therefore applaud this Subcommittee for recognizing the importance of this issue.

In the immediate aftermath of the terrorist attacks of September 11, 2001, commentators and government officials described America’s inability to detect and prevent the terrorists’ plot as a “failure of imagination.” No one imagined, they claimed, that terrorists would be able to hijack four airliners simultaneously and then crash three of the four into significant economic and political landmarks. No one could have predicted, the early story went, that terrorists would deviate from the normal course of hijackings, in which hostages were taken and used as bargaining chips for some political goal or in which the objective was simply to blow up the plane in order to kill its passengers.

Soon it became apparent, however, that this explanation was far off the mark. In fact, the U.S. intelligence community had ample indications that terrorists might attempt to hijack planes and turn them into guided missiles. In 1994, for instance, Algerian terrorists hijacked an Air France plane with 227 passengers and crew on board, wired it with explosives, and loaded it with three times the fuel needed to fly from Algeria to France. Their intention: to use the plane as a bomb and crash it into the Eiffel Tower. This fact was well known to U.S. intelligence agencies. Those agencies also knew as early as 1995 that terrorists – including Ramzi Yousef, the mastermind of the first World Trade Center bombing – had planned to crash a private aircraft into the CIA Headquarters building in Langley, Virginia. And FBI agents knew for years that suspected terrorists were taking flying lessons in the United States. By August 2001, some agents and CIA
officers had come to believe that some of these student pilots might be plotting airline suicide attacks.

Our Nation’s vulnerability to such attacks was also apparent. It was clear for years before September 11 that weapons could easily be smuggled onto passenger planes, and that airplanes could be flown into sensitive airspace. Indeed, in 1994 a man crashed a stolen Cessna on the South Lawn of the White House grounds.

So, the events of September 11 were not unimaginable at all. The vulnerabilities were evident to anyone who paid attention, and the intentions of terrorists to commit acts similar to those that occurred on 9/11 had already been demonstrated. We just failed to take the necessary precautions – such as treating intelligence about suspected terrorists’ flying lessons more seriously or adequately beefing up airport security to make smuggling a weapon on board a plane more difficult.

September 11 thus reminded us of a painful lesson: that we as a Nation – not just our law enforcement and intelligence agencies, but the entire Executive Branch, Congress, the news media, and the public – too often fail to treat new threats seriously and take the necessary steps to deal with them until after those threats have manifested themselves, often in catastrophic fashion. It has proven to be too difficult to muster the political will, avoid the distraction of more immediate concerns, and focus the attention of enough government officials or public opinion makers on such problems unless and until a major attack takes place and causes a significant loss of life or major economic disruption.

The Nation’s response to the possibility of cyber attacks is in some ways an even more glaring example of this problem. For in the cyber arena, not only can we imagine serious cyber attacks based on the conjunction of our network vulnerabilities and the known intentions of would-be attackers, but we’ve actually experienced such attacks for over a decade. As long ago as the 1980s – ancient history in the Internet Age, when many of today’s younger hackers were still in diapers – we saw the “Morris Worm” wreak havoc on the early Internet as it spread from computer to computer and caused victimized systems to cease functioning. We also saw the first known instance of cyber espionage, as West German hackers stole information from U.S. military networks and sold it to the Soviet KGB – an episode immortalized in Clifford Stohl’s book, *The Cuckoo’s Egg*. And throughout the 1990s and into the early 21st century, we have witnessed a steady escalation in the number and severity of attacks – ranging from politically motivated defacements or obstructions of government and private company websites; to Denial of Service Attacks against e-commerce and online news sites and Internet domain name root servers; to destructive worms and viruses that have caused significant harm to companies around the world; to intrusions by organized criminal groups into university and company networks for the sake of stealing proprietary information, credit card numbers, or money or to extort the system owner; and to intrusions into government networks to steal sensitive information. These attacks demonstrate not only that our information networks remain vulnerable to attack, but also that myriad bad actors are willing and able to exploit those vulnerabilities.
Moreover, publicly available information demonstrates that at least several foreign nation states have developed information warfare programs that could be used to target vital U.S. systems in the event of military conflict. Indeed, the Director of Central Intelligence has testified to this fact several times over the last five years. And news reports confirm what has long been feared— that al Qaeda has at least thought seriously about engaging in cyber attacks, and may have mapped out potential targets within America’s critical infrastructures. Thus, while we have not yet— to our knowledge at least— experienced an actual instance of “cyber terrorism” or “information warfare” against the United States, if anything the indicators warning of the risk of such attacks vastly exceed the indicators that existed prior to September 11, 2001 of an aerial assault on the World Trade Center and Pentagon.

For many years, skeptics have pooh-poohed the cyber threat by saying that the only real threat comes from American teenagers joyriding on networks or engaging in the cyber equivalent of vandalism, or that the government has over-hyped the problem in order to invent new missions in the Post-Cold War world. But if kids can crash networks through denial of service or worm attacks or obtain system administrator level control of military or commercial networks, as we’ve seen on numerous occasions, surely it stands to reason that a sophisticated, and well funded, foreign military or intelligence organization or a terrorist group could accomplish the same— and much worse.

Of course, to say that cyber networks are vulnerable does not mean that the critical infrastructures that rely on those networks— such as electrical power grids, pipelines, telecommunications switching nodes, hospitals, etc. — are necessarily vulnerable, or that a cyber attack would have a sufficiently long-lasting, destructive impact to achieve a terrorist’s or nation state’s military or political objectives. We still do not actually know the full extent of our critical infrastructures’ vulnerabilities to various types of cyber attacks and the extent of their potential impact. But it is clear at the least that computer networks themselves can be intruded into; that information can be stolen or altered in ways that could profoundly affect public confidence or the economy; that network functionality can be halted or degraded through denial of service attacks or the implantation of malicious code; and that reliant infrastructures can be impeded at least temporarily. The threat is real— we just don’t yet understand the full scope of it, in part because of the complexity of infrastructures’ reliance on networks and of the interdependencies among critical infrastructures. And we shouldn’t wait for a major infrastructure attack to occur before we take steps to truly learn the full scope of our vulnerability, and to begin shoring up our weaknesses.

Yet, the willingness of both the government and the private sector to dedicate the attention and resources necessary to deal with the problem effectively has lagged. To its credit, the federal government did begin, in the mid 1990s, to take the cyber threat seriously and initiate efforts to address it. After commissioning both an internal group and a joint public-private commission to study the problem, the Clinton Administration issued Presidential Decision Directive (PDD) 63 in 1998, which set out the first federal policy framework and created new government and public-private structures to address
our vulnerability to cyber attack. In 2000, the White House issued the National Plan for Information Systems Protection, the first comprehensive strategy to deal with this issue. The Bush Administration built on these efforts with the creation of the President’s Critical Infrastructure Protection Board in 2001 and the issuance of a National Strategy to Secure Cyberspace in February 2003.

Despite the government’s early grasp of the issue, however, its proposed solutions have not kept pace with the fast growth of the problem. Many of its initiatives have never received adequate funding to accomplish their assigned tasks. Government agencies’ efforts to secure their own networks have consistently received failing marks from congressional watchdogs, including in the most recent report by the General Accounting Office. And funding for research and development of cybersecurity technologies has remained, in Representative Sherwood Boehlert’s phrase, a “backwater.”

After September 11, this situation appeared to be changing, apparently as a result of the vastly increased concern about all threats to our domestic security. Funding for some government cybersecurity activities has begun to increase. And research and development for cybersecurity appears to be poised for significant funding increases, perhaps by FY 2004, if actual appropriations match the authorization of funding increases in the Cyber Security Research and Development Act, which was signed into law last November.

But recent events seem to indicate that the government’s efforts in this area are seriously regressing. First, with the dismantling of the President’s Critical Infrastructure Protection Board (PCIPB) and the White House Office of Cyberspace Security, there is now a gaping void in the Executive Branch’s leadership. There is no longer any central locus for cyber security policymaking, for implementation of government-wide initiatives, or for outreach to private industry. These functions are now supposed to be carried out mainly by the new Department of Homeland Security. But the positions responsible for these tasks – including the Undersecretary for Intelligence Analysis and Infrastructure Protection (IAIP), and the Assistant Secretaries for Intelligence Analysis (IA) and for Infrastructure Protection (IP), have not yet been formally nominated, let alone confirmed by the Senate. (In March, President Bush announced his intention to nominate Frank Libutti for the Undersecretary post, Paul Redmond for Assistant Secretary for IA, and Robert Liscouski for Assistant Secretary for IP, but has not actually nominated any of them yet.) The sooner these positions are filled, the quicker the DHS can begin aggressively addressing the cybersecurity part of its mission.

Even when these positions are filled, though, there will be no office responsible solely for cybersecurity policy and coordination. Rather, the Administration apparently intends to treat cybersecurity solely as a component of the broader “critical infrastructure problem,” which includes vulnerability to physical terrorist attacks. Given the effort and attention being given to the risk of physical attack during the ongoing “war on terrorism,” it seems quite likely that the lack of an office dedicated to cybersecurity will lead to that issue’s getting short shrift. Rumors continue to float around Washington that Howard
Schmidt, the former Vice Chair of the PCIPB and a widely respected expert in the field, is being considered as a “special advisor” on cybersecurity to Secretary Tom Ridge. But no decision has yet been made, and even this position would apparently lack any “line authority” within the Department, and so would not adequately solve the problem.

These changes themselves suggest that the Administration has purposely reduced the level of priority it is devoting to cybersecurity policy – despite the expected protestations to the contrary. The uncharacteristically quiet manner in which the National Strategy to Secure Cyberspace was released (on Friday, February 14) – in contrast to the public trumpeting of the initial draft of the plan in September 2002 – seems to confirm this suspicion.

A second area of regression has to do with the loss of operational capability, particularly in the areas of detection, analysis, and warning of cyber threats. Last month, several government entities responsible for some aspect of cybersecurity were transferred to the new DHS, including: the parts of the National Infrastructure Protection Center responsible for analysis, warning, and outreach (the investigative arm of the NIPC remains at the Federal Bureau of Investigation); the Critical Infrastructure Assurance Office (CIAO); the National Communications System; the National Infrastructure Simulation and Analysis Center; the Energy Assurance Office; and the Federal Computer Incident Response Center (FedCIRC). On its face, this consolidation should improve the government’s ability to gather, analyze and disseminate information regarding vulnerabilities, threats, and incidents, and to engage with private industry. And it may do so in time. But it appears that at least some of the consolidation involves less than meets the eye.

For example, with the transfer of most of the NIPC to DHS, over three hundred positions were moved from the FBI to DHS. Yet, because most of the actual people filling those positions found other jobs at the FBI after the DHS was first proposed, only about 10-20 personnel have actually made the move. Thus, for the most part, it is vacant “FTEs” (full-time equivalents) that have been transferred to DHS, not analysts ready to hit the ground running. What this means is that the DHS’s capacity to collect information on cyber threats, analyze the information, and issue warnings is going to be seriously lacking – despite the valiant efforts of the people at DHS now – until hundreds of jobs are filled, senior leadership is in place, and the new structure of the IAIP directorate is worked out and responsibilities assigned. Given how long government hiring usually takes, especially with the necessity of background investigations, it could take a year, or considerably more, for the DHS even to get back to the level of functionality that the NIPC had achieved in its five years of existence. Given that the number and severity of cyber attacks continues to increase, this regression in our warning, analysis and response capability is troubling.

In another major respect, the government’s efforts have not regressed, but also have not progressed sufficiently given the magnitude of the problem. When it comes to addressing the myriad vulnerabilities in the privately owned systems that constitute the bulk of the Information Infrastructure, the government continues to rely essentially on what I call the “soapbox strategy”: warning of the urgency of the problem, urging
hardware and software manufacturers to make more secure products, and cajoling owners and operators of critical business networks and utilities to devote more attention and resources to their own cybersecurity. Over the last five years, the government has consistently and vociferously rejected any talk of regulating vendors or users. And while it has not completely dismissed the notion of creating market incentives to enhance security, it has not encouraged such measures either.

The National Strategy to Secure Cyberspace continues in this vein. While it recognizes “vulnerability reduction” as part of one of its five priorities, the means it proposes to employ to achieve those reductions are essentially the same as those of the last Administration — urging “public private partnerships” to share information about threats and vulnerabilities and develop “best practices” for cybersecurity; and promoting research and development of more secure information systems. The strategy contains many good ideas. But I am afraid that without a more imaginative, and aggressive, set of strategies to implement them, they are likely to remain only ideas.

Good arguments can be, and have been, made against direct government intervention in this fast-moving, high-tech area. But it seems clear after more than five years that the “soapbox” strategy is not sufficient — and I say this as a veteran “soapboxer.” Vulnerabilities in software persist. Attacks continue to increase. And the possibility of a significant attack by a sophisticated adversary — whether a nation state, a terrorist group, or a criminal group — remains, and in fact is growing as existing and potential future adversaries develop cyber attack capabilities. Clearly more is needed to secure our vulnerable systems. The question is what.

During the course of 2002, the Institute for Information Infrastructure Protection (IIP), a consortium of 23 leading academic and not-for-profit cybersecurity R&D organizations, hosted a series of workshops with software and hardware manufacturers, researchers, large corporate users, infrastructure owners and operators, and government officials to gather input for a national cybersecurity R&D agenda. During those workshops, which were focused largely on technical requirements and technology R&D priorities, it was striking how often experts from all of the communities stressed the need for changes in the legal, policy, and economic environment that affects cybersecurity. Without such changes, these experts asserted, advances in technical R&D would never suffice, because there would not be an adequate market for more secure products and for new security technologies.

Of course, a catastrophic cyber attack that affected numerous entities could quickly create such a market. But the goal should be to avoid such an attack, not wait for one to induce market forces. The question, then, is what measures can be taken to create or encourage a market for security — one that results in manufacturers making more secure products and owners of critical networks operating their networks more securely.

At the very least, research is needed to understand better the nature of the security market and the forces that affect it today and that are likely to affect it tomorrow as business transactions continue to migrate to the Internet. We must start with a clear
assessment of the risks and economic costs that stem from cyber insecurity. Again and again during the IOP agenda development process, we heard that corporate executives and government officials lack a solid understanding of the true nature of the risk to their enterprises, including the potential costs of various types of attacks, and of the costs and benefits of varying levels of security that they could implement. Cost-benefit calculations are therefore extremely difficult and often forsaken altogether.

Beyond that, we need a better understanding of the potential levers that the federal and state governments could use to improve the state of security. This is, of course, where Congress can play a critical role. Direct regulation is of course one possibility. And indeed, like it or not, some regulation is already occurring, though in limited or indirect ways. In the Health Insurance Portability and Accountability Act and the Gramm-Leach-Bliley Act, for example, Congress imposed on health care providers and financial services firms, respectively, general requirements to take steps to ensure the security of their electronic systems. These measures were passed not out of a concern for security per se, but out of concern for protecting the privacy of patient and customer records stored on companies’ networks. But the effect on the companies is the same as a regulation of security for security’s sake. In addition, the Federal Trade Commission brought unfair trading practice actions against – and reached settlements with – Microsoft and Eli Lilly, claiming that both had misled consumers by not having in place security measures sufficient to live up to their promises about the security and privacy of customer information. Both settlements required the companies to institute security measures, and the FTC’s actions can be viewed as setting de facto security standards for companies that handle consumer information. Finally, a new California law (effective July 1, 2003) requires entities conducting business in California to disclose computer security breaches if the breaches result in unauthorized access to California residents’ unencrypted personal information (such as account, credit card, driver’s license, or social security numbers). The law also provides for a civil damage action by injured customers against businesses that violate the new law. This law is likely to have broad national impact in light of the number of companies that “conduct business” in California. These varying approaches can be seen as experiments in regulation that might have broader applicability. At the very least, study is required to determine their efficacy in improving security, and their costs.

Consideration should also be given to “softer” approaches designed to foster greater security without stifling technical innovation. These might include tax incentives to increase network security expenditures; legislation to create or enhance liability on the part of manufacturers or network operators for negligent actions or omissions that harm others; insurance requirements or incentives for security investments; requirements for public companies to include a discussion of potential cyber risks or actual security breaches in their annual Form 10-K disclosure, in order to promote CEO and Board attention to security (similar to the approach utilized by the SEC to address Y2K concerns); and general standards or best practices for hardware and software manufacturers or certain critical industries. Rather than simply dismiss these types of approaches out of hand, we should acquire a solid understanding of their pros and cons and then pursue the best options.
Finally, the public discussion and understanding of the problem of cybersecurity would greatly benefit from more precision in terminology. For instance, “cyber terrorism” should not be used to describe run-of-the-mill web site defacements, network intrusions, or even denial of service attacks. That term at most should be reserved for truly destructive cyber attacks that cause death, injury, significant economic loss, or significant disruption of a critical infrastructure, and that are motivated by a desire to coerce or intimidate a government or civilian population in pursuit of some political, religious, or ideological end. To call even low-grade, routine attacks cyber terrorism risks losing credibility with company executives, government officials, and the general public – the very people from whom concerted action is needed. And we need to be careful to distinguish among the various forms of cyber attacks – whether they be cyber extortion, cyber vandalism, cyber theft, cyber espionage, cyber terrorism, or information warfare. Some of these already occur on a daily basis (like cyber theft and vandalism); some are undoubtedly occurring but are not known publicly, or perhaps even by our intelligence agencies (such as cyber espionage); and some have not yet occurred but are a distinct possibility (such as cyber terrorism and information warfare). And when we’re not yet sure how to characterize an attack, we should simply refer to it as a “cyber attack” until sufficient information is available to understand the nature of the attack and the motivation of the attacker.

Conclusion

Cyber attacks are a real and growing threat. As the most information technology-dependent country in the world’s history, we remain uniquely vulnerable to cyber attacks that could disrupt our economy or undermine our security. And yet our response as a society is still stuck in second gear. If we are to deal with this problem effectively, no options should be taken off the table merely because of fears of political opposition or the daunting complexity of the task. Serious study and consideration should be given to measures that could positively influence the legal, policy, and economic environment in which information technology is deployed so that our vulnerabilities can be minimized as efficiently and effectively as possible, without inhibiting technological innovation.
Mr. PUTNAM. Thank you very much.

Our next witness is Mark Forman. Mr. Forman is the Chief Information Officer for the Federal Government. Under his leadership, the U.S. Federal Government has received broad recognition for its successful use of technology and E-Government. He is charged with managing over $58 billion in IT investments and leading the President's E-Government initiative to create a more productive, citizen-centric Government.

He is also the leader in the development and implementation of the Federal information technology policy, and is responsible for a variety of oversight functions statutorily assigned to the Office of Management and Budget. He also oversees Executive branch CIOs and directs the activities of the Federal CIO Council, as well as chairing or being a member of several key IT-related boards including the President's Critical Infrastructure Board. To improve results from Federal IT spending, Mr. Forman created a framework that couples cross-agency teamwork and leadership with a Government-wide IT budget decision process built around a results-driven modernization blueprint.

Mr. Forman is a frequent witness before this subcommittee and his insight is always very helpful. We are delighted to have you again with us this morning. Welcome.

Mr. FORMAN. Thank you, Mr. Chairman. Good morning. I want to take a moment just to commend Mr. Clarke on what I think is a truly outstanding career in public service that, as you know, he has recently retired from. I think his career serves as really a benchmark for those of us in public service. Clearly, his dedication to the country, the security of Americans is remarkable and outstanding, and as an American and personally, I just appreciate his service so much.

I want to take a moment just to commend Mr. Clarke on what I think is a truly outstanding career in public service that, as you know, he has recently retired from. I think his career serves as really a benchmark for those of us in public service. Clearly, his dedication to the country, the security of Americans is remarkable and outstanding, and as an American and personally, I just appreciate his service so much.

I want to thank you for inviting me to discuss the status of the Federal Government’s IT security. Cyber security is a top priority in the administration’s IT and counter-terrorism efforts. The challenge, as you pointed out, is to provide the maximum protection while ensuring the free flow of information and commerce and protecting privacy. I am going to briefly summarize my statement.

First of all, I am pleased to report to you today that the Federal Government has made substantial improvements in securing the information and information systems that we protect. Let me do this by explaining the difference between where we were on September 10, 2001, and where we were 1 year later in September 2002.

September 2001, only 40 percent of Federal systems had up to date security plans; 1 year later, that was up to 61 percent. Similarly, the number of Federal systems certified and accredited was at 27 percent in 2001; 1 year later, that was up to 47 percent. The number of systems with contingency plans, 30 percent in September 2001; September of last year, 53 percent.

There are other significant improvements, and I had a table with that data in my written testimony, but items such as agencies using plans of actions and milestones as the authoritative management tool to ensure that program and system level IT security weaknesses are prioritized, tracked, and corrected. These measures reveal in some cases over 50 percent measured performance im-
provements since 2001. But they also identify an awful lot of work to be done.

The administration plans to make significant progress again this year. In our Clinger-Cohen report, which was Chapter 22 of the Analytical Perspectives of the President’s 2004 budget, we included targets for improvement in critical IT security weaknesses by the end of this calendar year. Some of the key targets: All agencies shall have an adequate process in place for developing and implementing the plans of actions and milestones to ensure that program and system level IT security weaknesses are identified, tracked, and corrected.

Eighty percent of Federal IT systems shall be certified and accredited.

Eighty percent of the Federal Government’s fiscal year 2004 major IT investments shall appropriately integrate security into the lifecycle of their investments.

I would like to talk a little bit about funding. Our analysis for the second year in a row shows that there is not a direct correlation between how much agencies spend on IT security and the quality of their results. That said, spending on IT security has increased 70 percent since 2002. Federal agencies plan to spend $4.25 billion this year on IT security, that is 7 percent of the Federal Government’s overall IT budget and a 57 percent increase from the $2.7 billion spent last fiscal year. In next fiscal year, agencies plan to spend $4.7 billion on IT security, and that will rise to 8 percent of the overall Federal Government IT budget.

I would like to talk very briefly about some of the improvements and changes in handling cyber security incidents. Last year when I testified before the Government Reform Committee, I pointed out that we need to move to respond to threats within 24 hours. And so we have taken fairly aggressive action to do that.

OMB and the CIO Council have developed and deployed a process to rapidly identify and respond to cyber threats and critical vulnerabilities. CIOs are advised by a conference call as well as followup e-mail of specific actions needed to protect agency systems when a threat has been identified. Agencies must then report to OMB on the implementation of the required countermeasures. This emergency notification and response process has been used three times since the beginning of the year. We started out with the first vulnerability with a 90 minute cycle time to get the message out and get affirmative contact back that the process had begun—first for the Slammer Worm and then for the Sendmail and the IIS vulnerabilities. As a result of these early alerts, agencies have been able to rapidly close vulnerabilities that otherwise might have been exploited.

I would also like to talk a little bit about the integration of FedCIRC, the National Infrastructure Protection Center and the Critical Infrastructure Assurance Office [CIAO], under one department. That represents an opportunity for the administration to strengthen the Government-wide processes for intrusion detection and response through maximizing and leveraging the important resources of these previously separate offices. Now this has only been in effect for a little over a month. So I think as they produce the
results of their planning, you will see that there will be significant action.

Experts agree though, and I would just like to conclude with a final thought, it is virtually impossible to ensure perfect security of IT systems. Therefore, we must maintain constant vigilance while also maintaining the focus, as my colleagues have said, on business continuing plans. Thank you.

[The prepared statement of Mr. Forman follows:]
Good morning, Mr. Chairman and Members of the Committee. Thank you for inviting me to discuss the status of the Federal government’s IT security. Through the requirements of the Government Information Security Reform Act (GISRA) and now the recently enacted Federal Information Security Management Act (FISMA), Federal agencies, OMB, the Congress, and the General Accounting Office (GAO) are able for the first time to clearly understand the Federal government’s IT security strengths and weaknesses. For the purposes of today’s hearing, I will provide the Committee with an update on both the government-wide progress realized in fiscal year (FY) 2002, and areas of continuing concern as well as the next steps OMB is undertaking with agencies to continue IT security performance gains.

I also wanted to inform you of a noteworthy E-government milestone. The March 17th Nielsen/NetRatings report which found that more than one-third of all Internet users visited a Federal government site in February. This finding is a clear indicator of the Federal government’s commitment to maximizing the Internet to communicate with and provide services to Americans. The challenge that the Committee highlights at today’s hearing is ensuring that the information and services are also appropriately secure.

As you know, GISRA has been instrumental in guiding Federal agencies toward greater IT security performance. Through GISRA and accompanying OMB guidance we have established a clear process to ensure effective management of IT security, sound implementation and evaluation of programs, procedures, and controls, along with appropriate and timely remediation of IT security weaknesses. OMB oversees and enforces these requirements through
traditional management and budget processes discussed later in my testimony.

**Government Information Security Reform**

GISRA brought together existing IT security requirements in previous legislation, namely the Computer Security Act of 1987, the Paperwork Reduction Act of 1995, and the Information Technology Reform Act of 1996 (Clinger-Cohen), improving upon these existing requirements. Additionally, GISRA enacted in statute existing OMB IT security policies found in OMB Circular A-130 on IT management and OMB budget guidance in Circular A-11. As a result, GISRA both integrated and reinforced long-standing IT security requirements. GISRA also introduced new review and reporting requirements and defined a critical role for agency Inspectors General (IGs) to play in independently evaluating agency IT security. Agency Chief Information Officers (CIOs) and program officials are responsible for conducting annual IT security reviews of their programs and the systems that support their programs. Agency IGs must perform annual independent evaluations of the agency’s IT security program and a subset of agency systems. The results of these reviews and evaluations are reported annually to OMB and are the basis of OMB’s annual report to Congress.

In July 2002, OMB provided instructions for Federal agencies’ reporting the results of their annual reviews and evaluations. Agencies’ FY 2001 reports established a baseline of agency IT security status. The FY 2001 and FY 2002 reporting instructions are nearly identical and are closely aligned with the requirements listed in GISRA. Additionally, as part of the FY 2002 guidance, OMB, working with the agencies, took steps to provide the Congress and GAO with additional information from agency POAMs. As a result, the combination of the GISRA reporting requirements, OMB’s reporting instructions, and agency plans of action and milestones (POAMs) have resulted in a substantial improvement of the accuracy and depth of information provided to Congress relating to IT security. In addition to IG evaluations, agencies are now providing the Congress with data from agency POAMs and agency performance against uniform measures.
Measuring Performance

The most significant difference in the FY 2002 reporting guidance compared to the FY 2001 was the introduction of government-wide IT security performance measures. Consistent with GAO’s findings, measures were incorporated within the existing instructions, requiring agencies and IGs in some instances to report the results of their reviews against the measures. Through these performance measures, the Federal government has a clear picture for the first time of IT security status and progress. From agency responses, areas of progress as well as areas of problems are evident. As a result, the FY 2002 reports clearly identify Federal agency’s FY 2002 status and identify both progress made from their FY 2001 benchmark as well as new and remaining weaknesses.

I am pleased to report to you today that the Federal government has made substantial improvements in securing its information and information systems. OMB’s annual report to Congress will provide more details but I would like to provide you with some examples of progress. For example:

- In FY 2001, only 40% of Federal systems had up-to-date system security plans. In FY 2002, that percentage increased to 61%.
- Similarly, the number of Federal systems certified and accredited increased from 27% in FY 2001 to 47% in FY 2002.

Table 1 below provides additional information on the Federal government’s progress and is a subset of what we expect to include in the annual OMB report.

<table>
<thead>
<tr>
<th>Total Number of Systems</th>
<th>Percentage of systems assessed for risk assigned a level of risk</th>
<th>Percentage of systems that have an up-to-date IT security plan</th>
<th>Percentage of systems authorized for processing following certification &amp; accreditation</th>
<th>Percentage of systems with a contingency plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>FY01 726</td>
<td>FY02 7857</td>
<td>44%</td>
<td>64%</td>
<td>49%</td>
</tr>
</tbody>
</table>

* Data provided from agencies’ FY 2002 G/SRA reports to OMB.

While these measures reveal in some cases over 50% performance improvement from the FY 2001 baseline and
confirm the value of the review and reporting process in place, they also identify the magnitude of work yet to be done. The Federal government is heading in the right direction but the numbers are still too low.

Agency GISRA reports and IT budget materials provide an update on IT security spending. Federal agencies plan to spend $4.25B in FY 2003 on IT security, roughly 7% of the Federal government’s overall IT budget, and a 57% increase from the $2.7B identified in FY 2002. As FY 2002 was the first budget year in which IT security costs were reported, this increase is largely attributed to improved reporting as well as a general increase in IT security. From the FY 2004 IT budget materials, agencies plan to spend $4.7B on IT security or 8% of the Federal government’s overall IT budget of $59B, representing an 11% increase from FY 2003.

The FY 2002 GISRA reports also identify a number of other positive outcomes: 1) More Departments are exercising greater oversight over their bureaus; 2) At many agencies, program officials, CIOs, and IGs are engaged and working together; 3) IGs have greatly expanded their work beyond financial systems and related programs and their efforts have proved invaluable to the process; and 4) More agencies are using their POA&Ms as authoritative management tools to ensure that program and system level IT security weaknesses, once identified, are tracked and corrected.

Six Common Government-wide IT Security Weaknesses From FY 2001

In the FY 2001 summary report to Congress, OMB identified six common government-wide weaknesses based on our review of agency and IG reports. A year later, progress is clearly evident across these six areas and while additional efforts are still warranted, the Federal government is heading in the right direction.

1. Increasing agency senior management attention to IT security. At the end of each fiscal year, agency heads now submit the security program review to OMB. The conditional approval or disapproval of agency IT security programs is directly communicated between the OMB Director and each agency head. In addition, OMB used the President’s Management Agenda Scorecard to focus attention on serious IT security weaknesses. Through the scorecard, OMB and
senior agency officials monitor agency progress on a quarterly basis. As a result, senior executives at most agencies are paying greater attention to IT security.

2. Development of IT security performance measures. The absence of government-wide IT security performance measures was addressed in the FY 2002 reporting instructions. These high-level management performance measures assist agencies in evaluating their IT security status and the performance of officials charged with implementing specific IT security requirements. Agencies reported the results of their security evaluations and their progress implementing their corrective action plans according to these performance measures. These measures are mandatory and help to ensure that accountability follows authority.

3. Improving security education and awareness. Through the Administration’s “GoLearn” e-government initiative on establishing and delivering electronic training, IT security courses were available to all Federal agencies in late 2002. Initial courses are targeted to CIOs and program managers, with additional courses to be added for IT security managers, and the general workforce. Additionally, NIST has developed and issued for review guidance to agencies on building an IT security awareness and training program.

4. Increasing integration of security into capital planning and investment control. OMB continues to aggressively address this issue through the budget process, to ensure that adequate security is incorporated directly into and funded over the life cycle of all systems and programs before funding is approved. Through this process agencies can demonstrate explicitly how much they are spending on security and associate that spending with a given level of performance. OMB also provided agencies guidance in determining IT security costs of their IT investments. As a result, Federal agencies will be far better equipped to determine what funding is necessary to achieve improved IT security performance.

Agencies have made improvements in integrating security into new IT investments. However, significant problems remain in regards to ensuring security of legacy systems.
5. Working toward ensuring that contractor services are adequately secure. Through the Administration’s Committee on Executive Branch Information Systems Security of the President’s Critical Infrastructure Protection Board, an issue group was created to review this problem and develop recommendations for its resolution, to include addressing how security is handled in contracts themselves. This issue is currently under review by the Federal Acquisition Regulatory Council to develop, for government-wide use a clause to ensure security is addressed as appropriate in contracts.

6. Improving process of detecting, reporting, and sharing information on vulnerabilities. Early response for the entire Federal community starts with detection of threats, vulnerabilities and attacks by individual agencies who report to incident response centers at the Department of Homeland Security (DHS), DOD, or elsewhere. While it is critical that agencies and their components report all incidents in a timely manner it is also essential that agencies actively install corrective patches for known vulnerabilities. To further assist agencies in doing so, the Federal Computer Incident Response Center (FedCIRC) awarded a contract on patch management. Through this work FedCIRC will be able to disseminate patches to all agencies more effectively. To date, 19 of the 24 Chief Financial Officer Act agencies have established patch authentication and distribution accounts. There are currently 176 active users in these agencies, and that number is increasing steadily as this new service continues to be implemented.

In addition, FedCIRC has implemented a 7x24 emergency notification process to rapidly alert agency CIOs to emerging cyber threats and critical vulnerabilities. CIOs are notified of specific actions needed to protect agency systems and agencies must then report to OMB on the implementation of the required countermeasures. The emergency notification and reporting process has been used three times since the beginning of the year - first for the Slammer Worm and then for the Sendmail and IIS vulnerabilities. As a result of these early alerts, agencies have been able to rapidly close vulnerabilities that otherwise might have been exploited. As FedCIRC and related organizations have moved to DHS, additional progress is being made on sharing information needed for Federal agencies to respond to vulnerabilities and cyber threats.
IT Security and E-government Initiatives

OMB's work on Expanding E-Government under the President's Management Agenda identifies IT security as a key issue. Two of the initiatives, E-Training and E-Authentication, provide significant opportunities for leveraging the Federal government's resources to improve IT security. The benefits of the E-Training initiative were identified above. Through the E-Authentication e-government initiative, the Administration deployed and tested a prototype e-Authentication capability in September. Applications are in the process of being migrated to this service, which will allow for the sharing of credentials across government and allows for secure transactions, electronic signatures, and access controls across government. The full capability is expected in September 2003.

Improvements in Critical Infrastructure Protection and Federal Incident Response

Experts agree that it is virtually impossible to ensure perfect security of IT systems. Therefore in addition to constant vigilance on IT security we require agencies to maintain business continuity plans. OMB directed all large agencies to undertake a Project Matrix review to ensure appropriate continuity of operations planning in case of an event that would impact IT infrastructure. Project Matrix was initially developed by the Critical Infrastructure Assurance Office (CIAO) of the Department of Commerce. As you know the CIAO and its functions were transferred to DHS. A Matrix review identifies the critical assets within an agency, prioritizes them, and then identifies interrelationships with other agencies or the private sector.

Coordination of the Federal government’s cyber security and critical infrastructure protection efforts continues under the leadership of the new Homeland Security Council’s (HSC) Special Assistant to the President for Critical Infrastructure Protection, and the Assistant Secretary for Infrastructure Protection at DHS (who is responsible for cybersecurity coordination within DHS), in partnership with OMB. OMB works with the HSC and DHS, and all Federal agencies to ensure that through IT security policy and management and budget processes, our critical
operations and assets are appropriately identified along with the resources necessary to secure them. We are also working with DHS to improve the Federal government’s response to cyber attacks, and vulnerabilities. The integration of FedCIRC, the National Infrastructure Protection Center (NIPC), and the CIAO under one Department, partnering with the Science and Technology directorate on research and development needs, presents an opportunity for the Administration to strengthen government-wide processes for intrusion detection and response through maximizing and leveraging the important resources of these previously separate offices.

Continuing Efforts to Improve IT Security

Budgeting for IT Security

All Federal systems require security. To identify the appropriate security controls, agencies must first assess the risks to their information and systems. Security must be incorporated into the life-cycle of every IT investment. As part of the IT business case (Form 300) for major systems, agencies report on that risk as well as their compliance with security requirements, i.e., development of security plans and certification and accreditation. Failure to appropriately incorporate security in new and existing IT investment automatically requires it be scored as “at-risk”. As a result, that system is not approved to proceed for the fiscal year in which the funds were requested until the security weaknesses are addressed. As of the submission of this report, there are approximately 700 systems in the FY 2004 budget, totaling nearly $19 billion, at-risk either solely or in part due to IT security weaknesses. Additionally, many agencies are not adequately prioritizing their IT investments and therefore are seeking funding to develop new systems while significant security weaknesses exist in their legacy systems. OMB will assist agencies in reprioritizing their resources through the budget process.

Government-wide IT Security Milestones

OMB set targeted milestones for improvement for some of the critical IT security weaknesses and included them in the President’s FY 2004 budget. Targets for improvement include:
• More agencies must establish and maintain an agency-wide process for developing and implementing program and system level plans. Plans of action and milestones must serve as an agency's authoritative management tool, to ensure that program and system level IT security weaknesses, once identified, are tracked and corrected. By the end of 2003, all agencies shall have an adequate process in place.

• Many agencies find themselves faced with the same security weaknesses year after year. They lack system level security plans and certifications. Through the budget process, OMB will continue to assist agencies in prioritizing and reallocating funds to address these problems. By the end of 2003, 80 percent of Federal IT systems shall be certified and accredited.

• While agencies have made improvements in integrating security into new IT investments, significant problems remain in ensuring security of new and in particular, legacy systems. By the end of 2003, 80 percent of the Federal Government's FY 2004 major IT investments shall appropriately integrate security into the lifecycle of the investment.

Department-wide Plan of Action and Milestone Process

Clearly, the more reviews agencies and IGs conduct, the more weaknesses they will find. As a result agency and IG reports are identifying an increased number of IT security weaknesses. To ensure that appropriate and timely corrective actions are taken, OMB guidance directs Federal agencies to develop POA&M's for every program and system where an IT security weakness has been found. POA&M's must serve as an agency's authoritative management tool, to ensure that program and system level IT security weaknesses, identified by the agency, IG, GAO, or OMB, are prioritized, tracked, and corrected. These plans must be developed, implemented, and managed by the agency official who owns the program or system (program official or CIO depending on the system) where the weakness was found. System-level POA&M's must also be tied directly to the budget request for the system through the IT business case. This is an important step that ties the justification for IT security funds to the budget process.
Expanding E-Government under the President’s Management Agenda

To ensure successful remediation of security weaknesses throughout an agency, every agency must maintain a central process through the CIO’s office to monitor agency compliance. OMB’s draft FY 2003 guidance to agencies for reporting under FISMA will direct agency IGs to verify whether or not an agency has a process in place that meets criteria laid out in OMB guidance. OMB has and will continue to reinforce this policy through the budget process and the President’s Management Agenda Scorecard. An IG approved agency-wide POA&M process is one of a number of milestones necessary for agencies to improve their status on the Expanding E-Government Scorecard.

IT Security Performance Measures

OMB will also incorporate the performance measures I discussed earlier into the quarterly POA&M reporting, coinciding with the Scorecard assessment. Agencies will report each quarter on their progress, by bureau, against those measures.

Conclusion

GISRA has clearly had a tremendous impact on the state of Federal IT security. The framework and processes in law and OMB policy have reinforced the importance of management, implementation, evaluation, and remediation to achieving real IT security progress. Due to the significant work of Federal agencies and IGs, along with the Congress and GAO, we are able to point to real advancement in closing the Federal government’s IT security performance gaps. With all of that progress, we still have a long way to go to appropriately secure our information and systems. Many pervasive IT security weaknesses remain, leaving the Federal government with unacceptable risks. OMB will continue to work with agencies, Congress, and GAO to ensure that appropriate risk-based, and cost-effective IT security programs, policies, and procedures are in place to secure our operations and assets.
Mr. PUTNAM. Thank you very much, Mr. Forman. I thank all of our panelists. We will get right to the questions.

All of you have touched on the simple fact that most of the critical infrastructure is controlled by the private sector. Mr. Vatis, in particular, singled out the need for an aggressive innovative approach that goes beyond merely the soapbox to incent or coerce greater accountability and compliance, greater focus on cyber security in the private sector. Could you elaborate a little bit more, beginning with Mr. Vatis, and then the other two as well, on the best way for the Federal Government to approach the regulation of and the incentivizing of better cyber security in the private sector.

Mr. VATIS. Mr. Chairman, thank you. I do not have any particular silver bullet that I think is the answer to the problem. But I think there are a number of ideas that have been discussed but over the past few years have basically been dismissed out of hand because of the fear of even getting into anything that might smack of regulation. So what I am really urging is a considered study of several different options. The fact of the matter is we do have some instances of direct regulation, of coercion, if you will, that are already in place but which were not instituted for security’s sake, per se, but more out of a concern for privacy: of HIPAA and Graham-Leach-Bliley, for example.

So I think one thing that should be done is to study those acts as they are implemented to see if they actually result in a net increase of security, and if so, at what cost, in terms of efficiency or other things. I think there are other ideas that have been talked about, such as requiring disclosure of security plans for security breaches by companies that suffer breaches so that there is a further incentive to take security seriously. Because what we have seen over the years again and again and again is that many companies are simply sweeping the problem under rug so that it does not become public. I think if there were some sort of disclosure requirement, as the State of California, for example, is now instituting for companies that do business in that State, as of this summer, that could create an additional incentive. Requiring disclosure of plans in a 10k form for publicly traded companies is another idea that has been talked about. Tax incentives for upgrading of technology to address security is another idea. Best practices for hardware and software manufacturers.

So there are many ideas. I think the wonderful congressional staff that are out there are a good resource to look into these ideas. And some of the Federal R&D moneys should be devoted not just to technical R&D, but to research into the legal, policy, and economic factors that affect the implementation of technical security requirements.

Those are some of the things that I would urge.

Mr. CLARKE. Mr. Chairman, I think we want to avoid regulation here. The thought of having a Federal cyber security regulation agency and a Federal cyber security police scares me to death. But I think there are some things we can do to stimulate the private sector without regulation. One, Michael just mentioned, is we can have the SEC do what it did for Y2K, which is to require that publicly traded companies have in their reports a report against some
set of auditing standards that the auditing industry could come up with, a report on their performance. Now we do not want their security plans revealed publicly and we do not want them to have to report individual incidents. But they ought to get a grade from an outside auditing firm, IT security auditing firm, and that ought to be reported as part of their public annual disclosure. That had a great effect during Y2K and we ought to think seriously about asking the SEC to look into that.

Similarly, cyber insurance could have a big effect. The insurance industry could set standards for cyber security insurance and the rates that they charge could reflect how good a company is doing. Requiring certain kinds of companies that are doing business with the Federal Government, not small businesses, but larger businesses to have cyber security insurance would have an enormous effect on the market.

Mr. PUTNAM. Before we go to Mr. Forman, let me follow up on that. You mentioned as part of your 10 point plan in your testimony the need for any congressional action on terrorism risk insurance to include a cyber insurance provision. Presumably, that would have some type of Federal backstop or subsidy in that risk insurance, and you mentioned that alone would raise the bar of security on the cyber side. But you differ from Mr. Vatis in saying that companies should not have to report breaches of security. Why is that?

Mr. CLARKE. I do not think you want to have specific breaches of security reported because I think it gives too much information to the people who want to do the breaches. I think what you want is an overall grade. All too often when there is one minor security violation that gets into the press because it has been reported, a company suffers disproportionately from what its real security problem is. So I do not think you want to force companies to report individual security violations, but to report an overall grade on performance.

The Cyber Risk Insurance Act, of course, has passed. The committee language suggests it covers cyber security. That is not clear in the language of the bill. But the real problem with cyber insurance right now is it is not clear that there is a Federal backstop against catastrophic terrorism as there is for other forms of terrorism, and there really is not a decent actuarial data base yet that allows underwriters to decide on what policy should be. So if the Government could collect information, statistics, or, better yet, get someone like Mike to do it, not have a Government agency do it, but somebody, Carnegie Mellow, Dartmouth, someone to collect enough information so that the underwriters in the insurance industry would feel better writing more policy, and requiring when they do write policy that companies live up to certain standards and best practices, that would go a long way.

Mr. PUTNAM. How would you have an actuarially sound policy if breaches are not required to be reported?

Mr. CLARKE. Not reported publicly. I think they should be reported perhaps in an anonymized way to a third party.

Mr. PUTNAM. Mr. Forman.

Mr. FORMAN. I think you have to look at a couple of factors. First of all, you have got to ask what is the market failure here. We be-
lieve that normal market approaches would not suggest regulation if there is something holding the companies accountable in the marketplace. In other words, if a company loses customers because they are not protecting their security well, then we expect normal marketplace forces to work. And I think there is pretty strong evidence of that. If you look at a couple years ago, we had firewalls, we had antivirus technology. By looking at the growth over the last year and the trends in the marketplace on how to protect against cyber threats, well, threat management systems and software, and then highly reliable redundant systems that leverage the architecture of the internet so it is moved out of the security technology realm into hosting and other architecture tools; companies such as Akamai growing terrifically fast. So it is clear the marketplace will respond.

I would give you a couple of thoughts on the issue. First of all, are the issues essentially related to criminal type threats. Those may not be made public for a number of reasons. But that may be something to deal with and look at as a tradeoff between how do we associate law enforcement structures, is that right for the internet age. And the other is what do you do about organized cyber terrorism. You have different Government roles and responsibilities issues there. That should basically guide, we believe, the regulatory answer to the question of whether regulation is even needed in the first place.

Mr. PUTNAM. Mr. Clarke and Mr. Vatis both alluded to or specifically said that we do not have a centralized mechanism in the Federal Government for overseeing cyber security compliance, cyber security coordination and collaboration. So are you satisfied with the current framework that calls for its placement in Homeland Security, or is it still too diffused between FBI and Homeland Security and OMB and other agencies?

Mr. FORMAN. There are two parts of the picture I think that you have to look at. First of all, we do spend an awful lot of money. We are the world’s largest buyer of information technology. So have we got enough central focus and the right structures in place, I am very confident now, and I think the data show, we are able to track and measure the gaps in cyber security, we are able to hit the cycle time that we are looking for.

I do not know that private sector industries have anything like that. We can focus because we do have an organizational structure. So the question is when you get into the other industries, should it be dealt with on an industry by industry approach, should it be dealt with on a company by company approach. And there is a real question on what that structure should be. I think that was thoroughly vetted in creation of the Information Integration and Infrastructure Assurance under secretariat, it was vetted within the administration, it was vetted within the House and the Senate.

Now one thing that I should correct for the record. The under secretary is a confirmed position. But the assistant secretary that has key responsibilities here is an appointed position. And that person is in his job now, Bob Wiskowski, and he has been there a couple of weeks. He comes from Coca Cola and, of course, people would say the formula for Coke is one of the most protected secrets in the world today. So there is an interesting background that he
brings. But, again, the department has only been up for several weeks now. I think when you see their go forward plan, you will see how they have integrated things, building on the successes and giving some innovation to that as well.

Mr. PUTNAM. Mr. Vatis, do you want to comment on that?

Mr. VATIS. I am hopeful, Mr. Chairman, that Mr. Forman will prove to be right and that once the key personnel are in place in the new department we will see things start to roll. But I think, to be realistic, it will take some time, because the operational personnel are not likely to be in place for over a year, and there are so many vacant positions now that are responsible for infrastructure protection and intelligence analysis.

I would make one other point about something that worries me. And that is what appears to be the administration's policy that cyber security is a subset of critical infrastructure protection as a whole, including physical vulnerabilities of our critical infrastructures. I think there is definitely a logic to that view in that we do need to look at the infrastructures as a whole and consider all the different vulnerabilities. But the worry I have is that if an official or a subset of DHS is looking at both physical and cyber vulnerabilities and threats, cyber will always get short-shrift, especially in these years so soon after September 11th when so much focus is on the vulnerability to physical terrorist attack. I think we have seen that happen in prior years. When we tried to do both things through the same offices, through the same people, cyber always got less attention than it was due. So that is another thing I think we need to keep an eye on, to make sure that does not happen.

Mr. PUTNAM. Mr. Clarke, when you analyze the threat environment out there, what particular nations or particular non-state actors are out there that have made cyber security a priority as their way of getting at capitalism or the United States or western civilization or whatever?

Mr. CLARKE. Mr. Chairman, there is a classified answer to that in terms of what we know about other nations that have created offensive cyber security organizations. Suffice it to say in an open hearing there are nations, including our own, that have created cyber security offensive organizations. And there are terrorist groups, organized criminal groups that are interested in this. I am not very good at predicting the who here. And I think we make a mistake by focusing on who is going to do it to us.

I think rather than focus on the who, we should focus on the what, what are they going to do. And it is real simple. As long as we have major cyber security vulnerabilities that would allow someone who does not like us to screw up our economy, then someone will. It may not happen this year. We may not be able to guess who it is in advance. But it is a very high probability that as long as we have very well known major vulnerabilities that are cheaply exploited, somebody will do it. And I do not think the emphasis ought to be on trying to figure out who that is in advance and getting them before they do it, because someone else will do it. What we should try to do is raise the barrier.

And in answer to your last question about DHS and OMB, I think the question answers itself when you ask who is the highest
level official in the Department of Homeland Security whose full-time job is cyber security. What office in the Department of Homeland Security does nothing but cyber security? Who is the highest ranking person in OMB who does nothing but cyber security? How many people in OMB, the organization to which the Congress has given the full responsibility for cyber security in the Federal Government, how many people in OMB have that as their full-time responsibility? The answers to those questions are pretty frightening I think.

Mr. PUTNAM. Mr. Forman, do you want to answer those questions?

Mr. FORMAN. We have an interesting change going on in our society. I think from a policy perspective as it relates to Federal IT, we cannot differentiate the work that we need to do in our architectures from cyber security. I certainly have spent a lot of time, but I think we as an administration have spent an awful lot of time making sure that we get the communications between the CIOs and the cyber security community. These are two separated communities that have to talk to each other. So, for example, when we have denial service attacks, we find increasingly over the last few months people organize over the Web and they will target the White House Web site because in areas outside of America people feel that is similar to attacking the administration.

Mr. PUTNAM. That is the whitehouse.gov Web site?

Mr. FORMAN. That is correct. As opposed to others that may be out there that I have never known about. So these people will organize and they are known. They will run advertisements in the newspaper, they will run advertisements on the Internet. Essentially, the characterization will be come to our Web site if you want to attack President Bush for some action. The cyber security community will be aware of that and never communicate that to the CIO of the White House, the CIO of the Energy Department, and others. We have worked pretty hard over the last 2 months to correct that problem. And the integration of these two communities is absolutely critical; we cannot separate them.

Mr. PUTNAM. And you are satisfied that integration will occur under the new structure of Homeland Security once they are up and running?

Mr. FORMAN. Absolutely. In fact, as I pointed out in my oral and put in more detail in the written testimony, as it relates to Federal cyber security, we have had to make that happen. As I pointed out, we have had three major events this year. We started out with a 90 minute cycle time and we have been able to shrink that down even more so.

But there is the longer term issue of how we secure the infrastructure. There is the fast response issue of what do we do. And to give you a feel, I tend to think of this as three dimensions. We have literally thousands of vulnerabilities. Anybody who could know all the vulnerabilities and make sure the patches are deployed is truly detail oriented, and, as Dick said, there is software that does that for you. You have to rely on the technology to manage the technology. The second dimension are the threats. There are people out there, some of whom are organized, some of whom will leverage the Internet to organize very rapidly. And the third
thing is what will it mean for the actual technology, your architecture that you have deployed as a department.

So, as an example, we worried and fast responded to the Slamer threat. But as you recall, the Congress was affected by this. There was a cyber sit-in where people called and used the Internet as a way to show their response to the administration's policy in the war in Iraq. Our policy decision on that was that was not a cyber security threat; that was e-democracy moving into the Internet age. The cyber security community view on that was that was a cyber threat. So if we do not meld these two groups together and look at this from the standpoint of the CIO overall, as was laid out going back to the Clinger-Cohen Act, we will not be able to get that decision properly placed as a policy decision.

Mr. PUTNAM. Correct me if I am wrong or if I am heading in the wrong direction on this. But from my perspective, the OMB role would be an internal Federal IT management role, protecting and preserving the sanctity of Federal systems, of the Federal networks, of containing the costs of a breach that would spread agency-wide or department-wide or Government-wide. The role of Homeland Security would be analyzing the threats, detecting as quickly as possible when a virus or some other cyber attack has occurred, and then distributing that word as quickly as possible to the public and private sector—State, local governments, the remainder of the Federal Government, and critical infrastructure. So how well is Homeland Security equipped to handle that, not from an internal Federal IT perspective, but from the external perspective?

Mr. FORMAN. Again, a lot of this may change, but let me tell you because there is an area of overlap between the Federal and the external. FedCIRC maintains the catalogue, if you will, of the vulnerabilities and the patches that are associated with fixing that vulnerability. Generally, when we see a threat materialize that we have to respond quickly to, the threat targets a certain vulnerability. And if the patch gets rapidly deployed or if it had already been deployed, there is no impact. And so we have been fairly effective, certainly this year we have been 100 percent effective, in making sure that when the threat is identified FedCIRC puts out, in coordination with the CIO Council, the link to the patch and the characterization of that vulnerability, the threat, etc.

There is a partner organization, the National Infrastructure Protection Center, that was not totally but the key elements moved from the FBI to that same office to integrate this together better. They produce a daily report. I expect that will continue. I do not know that for a fact. We will see I think some innovation there. But that tells you the threats that are current, the patches that are current, hot links, and so forth. So I think that part is focusing fairly well on the topical threats.

In the area outside of Government, the longer term remediation and maintenance of the architectures is an area where I think there is a big question as to how to proceed. There is a multifaceted approach laid out in the President's National Cyberspace Strategy. And that was thoroughly vetted, as in Dick Clarke's testimony. So I am fairly comfortable we are going to see a good implementation plan for that as Bob has the time to make that work at Depart-
ment of Homeland Security and they are ready to release their implementation plan for that strategy.

Mr. Putnam. I know that there has been a great deal of focus on this and I know that it is a daunting task. But in the latest report in 2002, after 4 solid years of focused, specific attention to this issue of cyber security, we only had 3 out of 24 agencies that received a report card grade that was better than a D, and 14 of the 24 got an F. What are we doing wrong? What is Congress’ role? That is just unacceptable, obviously. And while it does not reflect a lack of effort on the part of OMB perhaps to manage this, it certainly reflects a lack of success on the part of agencies to improve outcomes. So I will let you get situated and then answer that.

Mr. Forman. I share 100 percent this focus. First of all, we did have differences in scores and ratings between what Mr. Horn scored the agencies on and how we scored them in 2001. I will say 2001 was the first year that we actually measured progress and that set the benchmark. So it was not until the end of 2001 that we even knew quantitatively how bad it was and subsequent to that put in place a process, these plans of actions and milestones, that laid out the workload to fix that.

Last year, we had pretty much quarterly oversight for both OMB as well as Congress. I would ask that we maintain that because I think we made a lot of progress. It is documented in the data that we shared in the testimony, in some more detailed data we shared with the staff and GAO in the 2002 GISRA report, and we will be able to see to the agency. But the progress of going from 27 percent to 53 percent, is 53 percent acceptable? Absolutely not. By the end of this year, we believe, it is a slight stretch goal, but with the constant vigilance, we believe we get up to 80 percent on a couple of these security measures and 100 percent on putting in place a process. That is going to take a lot of continued oversight throughout this year to get there. But at that point we are talking about significantly improved security. And I would put that up against any company and you will find very few that hit those benchmarks.

Mr. Putnam. Just very briefly, would you put that up against any other country?

Mr. Forman. I think that there are a couple—I have not really thought about that. But certainly our view is that the United States spends the most, we have to protect our citizens and the information, and so we are going to be the best not because we are competing with other countries, but because it is the right thing to do for Americans.

Mr. Putnam. Mr. Clarke, Mr. Vatis, what other countries out there are ahead of us on protecting critical infrastructure from cyber attack?

Mr. Clarke. The good news, Mr. Chairman, is that nobody is ahead of us. The bad news is that we are pretty bad. I disagree with Mark in saying that the Federal Government is as good as any company. That just is not true. The private sector is way ahead of the Federal Government.

Mr. Putnam. So who do I need—I do not mean to interrupt, I am going to let you finish—what company’s CIO do I need to bring in to our next hearing?
Mr. CLARKE. Rhonda MacLean, from Bank of America, will tell you, if you ask her the right questions, how she is doing it. She is doing a great job. Bank of America is better than any Federal Government agency in terms of its IT security. That is true of most major banks in the United States. They are doing a much better job. Why? Because they have got someone who is a senior person who is full-time in charge of IT security. I did not hear in Mark’s answer who is the senior OMB official who is full-time in charge of IT security and nothing else. I did not hear who in the Department of Homeland Security is in charge of cyber security and nothing else full-time. I did not hear how many people we have in OMB full-time working on cyber security.

I think there is another big mistake we are making, and that is we are trying to get the departments to do this themselves essentially. And with all due respect to civil servants, I was one for 30 years, you are not going to get this done without outsourcing it. There is a real reluctance in Federal departments to outsource IT security. But there is a solution. Take the Department of Labor, take the Department of Agriculture and have it contract to any of the big integrators or any of the IT security firms and then hold them responsible and fine them in terms of their contract if there is not performance. Instead of just bringing the CIO of Labor or Agriculture up here and berating them that they got an F again, have them outsource it to a company that has penalties in its contract if that grade is an F again.

Mr. PUTNAM. Does the law currently preclude them from doing that?

Mr. CLARKE. No, it does not.

Mr. PUTNAM. Mr. Vatis.

Mr. VATIS. I agree 100 percent with what——

Mr. PUTNAM. With which one, Mr. Clarke or Mr. Forman?

Mr. VATIS. With Mr. Clarke. I think he is exactly right on the lack of sufficient high level personnel devoted to this issue. I think the cyber issue will always get short-shrift. I think the idea that we need a hammer to truly make progress happen within the agencies is also exactly right. I served in the FBI for a few years and lived within an infrastructure that, despite some efforts over those years to improve it, never really got anywhere. And I think that is a case study of how not to manage information systems in a crucial Federal agency.

Mr. PUTNAM. Sort of a recurring theme in these E-Government issues in our subcommittee hearings is that we have a cultural challenge, a human capital challenge throughout the Federal Government in dealing with this issue.

We could go on, but I have a second panel. I want to thank all of you for your very insightful and thoughtful testimony. I will give each of you 1 minute to say whatever is on your heart that I did not ask you about or to rebut or give a counterpoint to something that somebody else has said. We want to be as thorough and as fair as possible.

We will begin with Mr. Forman. You have 1 minute to say whatever you would like to say to conclude.

Mr. FORMAN. Thank you, Mr. Chairman. I just want to congratulate you again for this hearing. Oversight of progress has been and
will continue to be incredibly important to our success. I will pledge to you that the administration is focused on this all the way to the highest levels, that we are holding deputy secretaries and secretaries accountable. And I would ask for your cooperation and support in doing the same.

Mr. PUTNAM. You have it. Mr. Vatis.

Mr. VATIS. I think from our testimony you can gather that how the DHS evolves is going to be critical, especially at the operational level. So I think one thing that this committee could fruitfully do is keep the heat on to make sure that DHS devotes the requisite attention to cyber security and that they do not let it get lost in the shuffle of dealing with physical terrorism and reducing our vulnerability to physical terrorist attacks. Make sure that they hire people as quickly as possible, and that the consolidation actually achieves the promises that have been made about new efficiencies among all these entities that were formerly separate. Without some heat from Congress, it will not be done nearly quickly enough or well enough.

Mr. PUTNAM. Mr. Clarke.

Mr. CLARKE. Mr. Chairman, just again to thank you for your recognition of this issue. And to echo Mike Vatis, you personally have a great opportunity here to be a pain in the rear end to the administration, and I encourage you to do that.

Mr. PUTNAM. That is very kind of you, Mr. Clarke. [Laughter.]

The first panel is dismissed.

The subcommittee will stand in recess for about 2 minutes while we set up the second panel.

[Recess.]

Mr. PUTNAM. I will reconvene the subcommittee hearing.

We would like to welcome our second panel of witnesses. As is the custom with the committee, we swear in our witnesses. So please rise and raise your right hands and repeat after me.

[Witnesses sworn.]

Mr. PUTNAM. Note for the record that all of the witnesses have responded in the affirmative.

We welcome you to the subcommittee. You have had an opportunity to hear the testimony of the first panel and some of the interchange. Following the ladies first rule, we will begin with Ms. MacLean, who has received a warm introduction and very high praise in the first panel.

Rhonda MacLean is senior vice president and director of corporate information security for Bank of America. Ms. MacLean joined Bank of America in 1996 as the director of corporate information security and is responsible for providing global leadership for information security policy, procedures, risk management, security technology implementation, cyber investigations/forensics, and general information security awareness. In addition, she is responsible for enterprise business continuity planning and the company's regional recovery centers.

In May 2002, the Department of the Treasury appointed Ms. MacLean as the private sector coordinator for the financial services industry public/private partnership on critical infrastructure protection and homeland security. She will act in concert with Treasury's private sector liaison to draw together industry initiatives re-
lated to critical infrastructure protection and homeland security. In addition, she was elected to the Board of Directors for the Partnership for Critical Infrastructure Security, which brings together leaders from across multiple critical sectors such as energy, telecommunications, finance, etc.

We welcome you to the panel, and recognize you for 5 minutes for your opening statement.

STATEMENTS OF RHONDA MACLEAN, SENIOR VICE PRESIDENT AND DIRECTOR OF CORPORATE INFORMATION SECURITY FOR BANK OF AMERICA, SECTOR COORDINATOR FOR THE FINANCIAL SERVICES INDUSTRY PUBLIC/PRIVATE PARTNERSHIP ON CRITICAL INFRASTRUCTURE PROTECTION AND HOMELAND SECURITY; ROBERT F. DACEY, DIRECTOR, INFORMATION SECURITY ISSUES, U.S. GENERAL ACCOUNTING OFFICE; AND THOMAS PYKE, CHIEF INFORMATION OFFICER, DEPARTMENT OF COMMERCE

Ms. MacLean. Thank you, Chairman Putnam, and thank you for inviting me here today to testify at the hearing. I am very honored to speak on behalf of the financial services sector in my role as the Department of Treasury-appointed private sector coordinator for critical infrastructure protection.

In listening to the testimony this morning, something struck me that I wanted to add to this statement. This challenge that we have before us takes vision, leadership, execution, and accountability. I want to touch on those things today with the information that I provide you about the financial services industry’s involvement in critical infrastructure protection, the current work of our financial services sector coordinating council, and discuss some of the opportunities where I think Government and industry really can partner to address some of the challenges we have in securing our cyber space.

The administration’s National Strategy to Secure Cyber Space identified the critical infrastructures as consisting of physical and cyber assets of the public and private sector and institutions. Though the basic approach of security must fundamentally address people, process, and technology aspects of the infrastructure, I do want to iterate that there is no single solution to this challenge. Creating the appropriate balance of these elements is based on an operational risk management consideration that addresses the critical nature of the systems as well as the exposures to which they can be subjected.

I would like to talk about the sector’s critical infrastructure protection efforts, and specifically about our Council. At the time of my appointment, there was no integrated entity that could represent the entire financial services sector. Individual associations were actively and effectively working on their Members’ behalf and provided much leadership for our critical infrastructure protection efforts. To ensure coordination across the sector, with the public sector’s support and encouragement, and with the leadership of the Department of Treasury, we formed the Financial Services Sector Coordinating Council. Today, we have 24 organizations consisting of key national exchanges, clearing organizations, trade associations in banking, securities, bond and insurance segments of our
industry, and we are working together to improve the critical infrastructure protection for our sector as well as others on which we depend.

Through our Council members, we engage nearly all financial service sector entities. Let me highlight three of the five strategic areas on which we have focused.

The first area is in information dissemination and information sharing. Our goal is to ensure that a universal service to disseminate trusted and timely information will be made available to all sector participants.

Second, crisis and response management needs to be implemented. When events occur with broad sector or national impact, a planned and adopted approach for communicating and responding as a sector, including coordination with Government entities, is the focus of this particular effort.

Third, we are leading the sector's efforts to revise our, the financial services sector's, national strategy component in response to the two national strategies released in February by the President. We believe this is our opportunity to define strategic as well as tactical, actionable, and measurable actions as part of our sector-wide critical infrastructure and homeland security efforts.

In my chairperson role for the Financial Services Sector Coordinating Council, I work closely with the lead agency, the Department of Treasury, and specifically the Office of Critical Infrastructure Protection and Compliance which was created by the Treasury Assistant Secretary Wayne Abernathy and led by Deputy Assistant Secretary Michael Dawson. Together, they lead the Financial and Banking Information Infrastructure Committee. That council is really the public side of what I would call the public-private partnership. It is through council members and our Government partners' cooperative efforts that we are able to maximize our resources and achieve our objectives to ensure protection of our critical infrastructures to the benefit of the economy and to the financial services customers.

Let me transition the discussion to some opportunities for continuing the progress that has been made both by the government and the private sector.

First, let us talk a little bit more about information analysis and information infrastructure protection. The need for synergy between information analysis and infrastructure protection has clearly been recognized in the assignment of those responsible to the undersecretary within the Department of Homeland Security. We expect this to provide a much more robust alerting, threat warning, and information flow from the public sector based on the vast resources that they have made available through their integration.

Second is understanding the threat. Based on the Government's visibility of threats to the private sector, a clear understanding of the protection needs must exist between the public and the private sector. Gaps between the private sector's protection efforts and the Government's view of the necessary protections must be defined and clearly understood. There may be situations where, unknown to the private sector, normal business practices will not adequately address the level of threat understood by the Government. Where market focus does not provide the appropriate incentives to provide
these protections, augmentation of market mechanisms, such as incentives, may be appropriate.

Third, product security. Because the private sector mainly employs commercial products, services, and software to implement cyber security protection and monitoring, those efforts that improve the security of such products have broad benefit. As a sector, we work closely with our vendors to achieve higher levels of security. BITS, or the Bankers’ Information Technology Secretariat—the technology group for the Financial Services Round Table—and a member of our Coordinating Council, has implemented a product certification program as a prime example of our industry’s efforts in this area.

And finally, the voluntary sharing of threat and incident information. We must continue to encourage processes that accommodate companies’ voluntary sharing of sensitive information, such as the provisions outlined in the Homeland Security Act of 2002.

In closing, Mr. Chairman, and members of the committee, we believe the strong public-private sector partnership that is emerging is the right approach. And it is finally with that vision, leadership, and execution, we believe that we can continue to make progress in this important area.

[The prepared statement of Ms. MacLean follows:]
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Chairman Putman, Ranking Member Clay, and members of the Subcommittee, thank you for inviting me here today to testify at this hearing on “Cyber Security: The Challenges Facing Our Nation in Critical Infrastructure Protection.” I am honored to appear today to speak on behalf of the financial services sector in my role as the Department of Treasury-appointed private-sector coordinator for critical infrastructure protection.

My name is Rhonda MacLean. I am a Senior Vice President at Bank of America Corporation responsible for Corporate Information Security. My responsibilities also include the Bank of America enterprise business continuity planning and the company’s regional recovery centers. This encompasses organizing disaster recovery exercise activities and program capability implementation to ensure the ongoing delivery of services to our customers.

Before joining Bank of America in 1996, I worked for The Boeing Company for 14 years, and as the senior manager for computer and communications security, I was responsible for all commercial airplane and government information security initiatives. I have served in a number of external advisory roles and in professional activities related to information security; I currently serve on the University of North Carolina – Charlotte, Board of Advisors for the College of Information Technology.

Let me first compliment the subcommittee for holding these hearings. Our sector looks forward to working with you as you explore cyber security issues. Today, I plan to provide you with background on the financial services industry’s involvement in critical infrastructure protection efforts, the current work of our Financial Services Sector Coordinating Council, and to discuss opportunities where industry and government can partner to address some of the challenges we face in securing cyber space.

At all levels across our sector, including executive leadership, operations personnel, our trade associations, professional institutes, and our customers, we are very aware of the new global realities and the importance of the vital financial services we provide globally to the nation and our customers.

The Department of the Treasury recently noted, “We continue to work with the financial and banking communities so that our financial system remains functioning efficiently and effectively. We are confident America’s financial
infrastructure is strong and resilient.\textsuperscript{1} There should be no doubt that the public-private partnership is well engaged to ensure the safety, soundness and resiliency of our industry is not only maintained but also enhanced.

In May of 2002, consistent with public-private sector partnership objectives expressed in Presidential Decision Directive 63, subsequent Executive Orders, and the published National Strategies for Homeland Security and Cyber Space Security, I accepted an appointment to serve as the private sector coordinator from the Department of the Treasury, which is the lead agency for the banking and finance sector. To assist me in these responsibilities, Bank of America is demonstrating its well-recognized industry leadership by providing three additional full-time staff resources to support me in carrying out these responsibilities for our industry.

The "National Strategy to Secure Cyber Space," published by the Administration in February 2003, identified the nation’s critical infrastructures as consisting of the physical and cyber assets of public and private institutions in several sectors: agriculture, food, water, public health, emergency services, government, defense industrial base, information and telecommunications, energy, transportation, banking and finance, chemicals and hazardous materials, and postal and shipping. These infrastructures have been deemed critical because “... their incapacity or destruction would have a debilitating impact on the defense or economic security of the United States.”\textsuperscript{2}

The information technology, telecommunications and electric power industries provide components and services vital to the operation of all these infrastructures. More than ever before, computer technology is imbedded at many levels consisting of servers, routers, and switches and connected by fiber optic cables, wire lines, and wireless technology. We depend upon these systems and components to make our critical infrastructures work. Thus, maintaining the availability and integrity of those mission-critical assets is essential to our economy and our national security.

Those who own and operate these critical Infrastructures maintain the availability and integrity of these system components through the application of a variety of security disciplines, operational controls, and response and contingency initiatives. Though the basic approach to security must fundamentally address the people, process, and technology aspects of the infrastructure implementations, there is no single solution to the security challenges. Because threats and technology continue to change, cyber security approaches and process employed must continuously evolve — this is what is often characterized

\begin{footnotesize}
\textsuperscript{1} Treasury Statement on Measures to Protect the Financial Markets during Hostilities with Iraq, March 17, 2003.

\textsuperscript{2} Executive Order 13010, Critical Infrastructure Protection, July 15, 1996.
\end{footnotesize}
as "good practices."

These "good practices" involve implementation of an appropriate balance of prevention, detection, protection, response and recovery measures. Creating the appropriate balance of these elements is based on operational risk management considerations that address the critical nature of the systems as well as the exposures to which they can be subjected. The wider use of a common enterprise network to conduct business operations creates an architectural model that organizations must recognize and one that requires an enterprise-level risk management governance process.

To address these common enterprise environments, organizations must adjust their decision-making and risk management accordingly. The creation of this "shared risk environment" necessitates an enterprise-wide process and centralization of risk management decisions wherever those decisions could impact the enterprise’s availability or integrity. For large enterprises consisting of many business elements, this is an organizational challenge for those with distributed and multiple business models. The individual businesses may have different risk tolerances but the enterprise network is an area for "shared risk management." In my view and experience, centralization of an enterprise’s key security services produces the most consistent degree of strong security and improves the ability to effectively monitor and determine enterprise-wide compliance with security practice and appropriate configurations. Our experience with this model has demonstrated significant cost efficiencies while at the same time providing more consistent security.

Historical Perspective

For the past 6 years, infrastructure protection has been the increasing focus of U.S. government policy and initiatives, and encouragement of an active public-private partnership has been a hallmark of their strategy.

Historically, the financial services sector has been a leader in addressing the challenges associated with operating the vast array of information technology and processing inherent throughout the financial services industry. Vigilance and the dedication of significant resources over time have allowed us to develop a wealth of expertise, experience and talent to address issues of security, risk management and protection against crimes such as fraud.

The shift to electronic – and increasing mobile – commerce, extended the need for security to individual customers and to implementing networks, servers, software and other devices.

To address the many recommendations proposed in the President’s Commission on Critical Infrastructure Protection report, an action plan was developed in May 1996: the Presidential Decision Directive (PDD) 63. The primary banking and
finance sector goal established in PDD-63 was to ensure the orderly functioning of the economy and the delivery of essential services.

The private sector working with its lead agency was to contribute to a sector plan, that included:
- Assessing the vulnerabilities of the sector to cyber or physical attacks,
- Recommending a plan to eliminate significant vulnerabilities,
- Proposing a system for identifying and preventing attempted major attacks, and
- Developing a plan for alerting, containing and rebuffing an attack.

Task areas of initial focus by the sector included:
- Vulnerability education and awareness
- Vulnerability analyses
- Creation of a private sector information sharing and analysis center
- Sector research and development needs

Working groups were established by the banking and finance sector to address these goals. This working group recommended creating the Financial Services Information Sharing and Analysis Center (FS-ISAC), a private-sector partnership among eligible financial services companies designed to anonymously share information regarding security incidents, threats, vulnerabilities and solutions. The financial services sector responded by forming the Financial Services Information Sharing and Analysis Center (FS-ISAC). The FS-ISAC, LLC was created to govern the FS-ISAC for the financial services industry. A board of managers, consisting of interested industry information professionals, was formed. The FS-ISAC was launched on October 1, 1999, by its founding members.

In that same period, industry working groups, consisting of representatives from concerned institutions, were examining awareness and education initiatives and efforts to identify the sector's research and development needs.

Further, to address critical infrastructure interdependency issues or cross-sector critical infrastructure issues, the Partnership for Critical Infrastructure Security (PCIS) was founded in 1999. The PCIS's purpose is to promote and ensure reliable critical infrastructures through cross-sector coordination. PCIS provided a forum for different critical infrastructure sectors to collaborate on cross-sector knowledge sharing and coordination.

In July 2002, in response to a government-issued national cyber security strategy, a working group of our sector's institutions developed an initial national strategy document to address critical infrastructure protection.

These initial efforts on critical infrastructure protection were given more national focus as a result of the terrorist attacks on September 11, 2001. The importance
of ensuring rapid recovery and improved resiliency of business functions and telecommunications were given renewed importance.

Additionally, new global realities and threat environment made it necessary to consider the impact of potential situations that could have broad regional consequences. For the financial services sector, many of these new concerns were discussed in a “Draft Interagency White Paper on Sound Practices to Strengthen the Resiliency of the U. S. Financial System.” The agencies had reached conclusions regarding “...the necessity to assure the resilience of critical U.S. financial markets in the face of wide-scale, regional disruptions and identified a number of sound practices to strengthen the resiliency of the overall U.S. financial system and the respective U.S. financial centers.”

Most institutions reviewed and enhanced their business continuity efforts in light of these new realities. Collectively, we have been examining and increasing our sector’s ability to provide for business continuity and business resumption against situations that may have regional impacts. Our industry is examining and implementing solutions to some multi-faceted issues in this area, which include economic implications, changes in recovery strategies, new back-up facilities and enhanced telecommunications contingencies.

The new realities and challenges we are facing have caused institutions to organize “executive teams” working in a multi-disciplined manner on physical security, cyber security, life safety, disaster recovery, business continuity and business resumption issues.

At Bank of America, we have such an executive team. Collectively, the team is working to provide integrated leadership to address the new realities. This can be viewed as a microcosm at the institution level of the leadership opportunities also being undertaken at the financial services sector level.

Let me discuss further the telecommunications area. Our sector has been working closely with the telecommunications industry to understand ways to improve redundancy and diversity of telecommunication services that support critical financial services functions.

In the telecommunications area, we are not only concerned with addressing reliability resulting from random system failures, but also “survivability” of telecommunications services from targeted attacks on such infrastructures. This is of increased concern when considering the new global realities. This area provides a prime example of opportunities, including research and development that would help achieve resiliency goals, for both the telecommunications and financial services sectors to partner for their collective benefit.
Let me discuss how our sector level critical infrastructure protection efforts have evolved.

**Financial Services Sector Coordinating Council**

At the time of my appointment, no single entity could legitimately say it represented the financial services sector. Individual associations were actively and effectively working on their members' behalf to provide tools and resources necessary to enhance infrastructure protection. The associations and their members have provided much leadership for our sector and have done outstanding work on various areas, including crisis management efforts, "good practices" knowledge sharing, business continuity practices, and education and awareness initiatives.

Immediately after my appointment in May 2002, we began forming the Financial Services Sector Coordinating Council, with the public sectors' support and encouragement, and with the leadership of the Department of the Treasury.

The council consists of the primary organizations that, through their constituencies, represent the majority of the financial services sector. These include key national exchanges, clearing organizations, trade associations in the banking, securities, bond, and insurance segments of our industry and key professional institutes.

Today, 24 organizations, listed below, are working together to identify and coordinate strategic initiatives that will improve critical infrastructure protection for our sector and with other sectors upon which we depend. The council is a limited liability corporation that has been institutionalized to carry on the sector's work long after my tenure as sector coordinator is completed. Through our council members, we engage nearly all financial services sector institutions, exchanges and utilities.
At the sector level, this is an example of ‘macro’ collective leadership being taken to address the new realities. Through this collective leadership and collaboration, we are leveraging the work being performed across the sector for the benefit of the “common good” of our industry. The council model and approach being taken by our sector is being examined by other national critical infrastructure sectors.

This council provides an efficient approach for coordinating the many and diverse participants that comprise our industry sector. Additionally, because there is a corresponding group within the public sector the Financial and Banking Information Infrastructure Committee (FBIIIC), chaired by the Treasury Department, we have the opportunity for direct dialogue on common issues and challenges. The result is an emerging agreement on strategic initiatives we believe will improve infrastructure protection and homeland security.
Five initial strategic areas are the current focus of the council's work. Our approach is to leverage the work already accomplished by our council member organizations to achieve our objectives. Council members are taking primary leadership roles, based on their natural areas of expertise.
Information Dissemination and Information Sharing – Our goal is to ensure that a universal service to disseminate trusted and timely information will be available to all sector participants to increase knowledge about physical and cyber security operational risks faced by the financial services sector. Enhancing the needed services provided by our sector’s ISAC is a major focus of our current sector efforts.

Crisis and Response Management – When events occur with broad sector or national impact, a planned and adopted approach for sector-wide crisis management coordination exists, including coordination with government entities. The focus of our efforts is on the ability to communicate and respond as a sector when such events occur.

Sector and Cross Sector Outreach – It is important for each organization to determine how to optimally support and commit efforts for achieving the goals of the executive orders and national strategies. We are developing a strategy for sector-wide outreach on homeland security and critical infrastructure protection initiatives that includes regional forums we are conducting jointly with the FBIIC.

Knowledge Sharing - Best Practices – There are numerous “lessons learned” activities and knowledge sharing of “good practices” within various trade associations and among institutions and government entities. We are developing an organized repository to provide this information to authorized institutions and individuals.

National Strategy – We are also leading the sector’s effort to revise our sector’s “national strategy” document in response to the two national strategies released in February by the President. The strategies are focused on “The Physical Protection of Critical Infrastructures and Key Assets” and “Securing Cyberspace.” This is our opportunity to define strategic as well as tactical, actionable and measurable programming, to direct and advance our sector-wide critical infrastructure and homeland security efforts and to address the recommendations outlined in the national documents strategies referenced above.

In my chairperson role for the FSSCC, I work closely with our lead agency, the Department of Treasury, and the Financial and Banking Information Infrastructure Committee (FBIIIC).

It is through council members’ cooperative efforts, their member institutions, and the strong leadership provided by the Treasury and through FBIIC, that we are able to maximize our resources and achieve our objectives to ensure protection of our critical infrastructures to the benefit of the economy and to all financial services customers.
Opportunities

Let me transition and discuss several areas of importance to continuing the progress that has been made by both the government and the private sector.

Information Analysis and Infrastructure Protection
The early critical infrastructure protection visionaries of the 90’s clearly understood that raising awareness of these issues was an essential first step. That aspect has been fairly well accomplished. Additionally, addressing holistically both the physical and cyber security aspects of critical infrastructure protection and other issues in response to more sophisticated attacks have now been institutionalized in the Department of Homeland Security (DHS). The need for synergy between information analysis and infrastructure protection has clearly been recognized in the assignment of those responsibilities to an undersecretary within DHS. We expect this to provide a much more robust alerting, threat warning and information flow from the public sector based on the vast resources they have available to integrate.

National Strategy
The National Strategy to Secure Cyberspace correctly recognizes a national effort is required. According to the strategy, "The federal government alone cannot sufficiently defend America’s cyberspace. Our traditions of federalism and limited government require that organizations outside the federal government take the lead in many of these efforts. Every American who can contribute to securing part of cyberspace is encouraged to do so. The federal government invites the creation of, and participation in, public-private partnerships to raise cyber security awareness, train personnel, stimulate market forces, improve technology, identify and remEDIATE vulnerabilities, exchange information, and plan recovery operations."3

Understanding the Threat
Based on the governments’ visibility of threats to the private sector, a clear understanding of the protection needs must exist between the public and private sector. Gaps between the private sector’s protection efforts and the government’s view of the necessary protections must be defined and understood. There may be situations where, unknown to the private sector, normal business practices do not adequately address the level of threat understood by the government. Where market forces do not provide the appropriate incentives to provide these protections, augmentation of market mechanisms with such incentives may be appropriate.

Product Security
Because the private sector mainly employs commercial services, products and software to implement cyber security protection and monitoring, those efforts that improve the security of such products have broad benefit. As a sector, we work

3 National Strategy to Secure Cyberspace, February 2013
closely with our vendors to achieve higher levels of security. This is an area that has benefited from both private and public sector efforts. The BITS product certification program is a prime example of our industry’s efforts to work closely with the product vendors to meet common criteria and minimum acceptable security standards established by the financial services industry.

**Skilled Workforce**

In all areas of cyber security, having the best-trained and skilled people is essential to engendering a leadership position for a company and the nation.

The Computing Technology Industry Association commissioned a recent study, the results of which strongly suggest that more training and certification for IT professionals will help America become better protected against mounting cyber threats.

Any incentives and encouragement that bolsters the available talent pool of software developers with a strong security component of their training should result in improved software products.

**Voluntary Sharing of Threat and Incident Information**

And finally, we must continue to encourage processes that accommodate companies’ voluntary sharing of sensitive information, such as the provisions outlined in the Homeland Security Act of 2002. Such provisions of the Critical Infrastructure Protection Act of 2002 encourage sharing by providing companies with necessary Freedom of Information Act (FOIA) protections, without giving up the option for government to pursue legal and regulatory action when necessary.

**Summary**

In summary, our industry is focused on protecting the integrity of the infrastructure for physical as well as electronic delivery of financial services. We have taken steps to ensure the global architecture for financial transactions is as safe, secure and sound as possible.

Our sector has evolved its sector-wide efforts and has committed to a formal structure and entity, the Financial Services Sector Coordinating Council, to foster and facilitate the coordination of financial services sector-wide voluntary activities and initiatives designed to improve Critical Infrastructure Protection and Homeland Security.

We are committed to a close public-private partnership to address the new global realities we face as a nation. Where market forces do not adequately address the threats the public sector has identified, appropriate incentives must be structured for those services critical to the national security and national and global economic prosperity. Also, continuing to provide the legal and legislative
mechanisms that permit the exchange of sensitive infrastructure protection information with the government is an essential element of the partnership.

Continually improving commercial product security and increasing the required pool of talented and trained personnel to meet the security development and implementation demands of the innovative information technology all infrastructures employ is a challenge for us all.

Mr. Chairman and Members of the Committee, we believe the strong public/private sector partnership that is emerging is the right approach. The FSSCC would be happy to work with your Committee, staff and other Members of Congress to discuss aspects of the testimony in greater detail.

Thank you for this opportunity to testify.
About the Financial Services Sector Coordinating Council for Critical Information Protection and Homeland (CIP/HLS)

The Financial Services Sector Coordinating Council for CIP/HLS fosters and facilitates financial services sector-wide activities and initiatives designed to improve Critical Infrastructure Protection and Homeland Security. The council was created in June 2002, by the private sector, with recognition from the U.S. Treasury, to coordinate critical infrastructure and homeland security initiatives for the financial services industry. The five major areas of immediate focus for the council include: Effective and Rapid Information Dissemination; Crisis Management and Response Coordination; Outreach and Organizational Engagement; Knowledge Sharing and Best Practices and the National Strategies for Homeland and Cyber Security.

About Bank of America

One of the world’s leading financial services companies, Bank of America is committed to making banking work for customers and clients like it never has before. Through innovative technologies and the ingenuity of its people, Bank of America provides individuals, small businesses and commercial, corporate and institutional clients across the United States and around the world new and better ways to manage their financial lives. The company enables customers to do their banking and investing whenever, wherever and however they choose through the nation’s largest financial services network, including approximately 4,400 domestic offices and 13,000 ATMs, as well as 30 international offices serving clients in more than 150 countries, and an Internet Web site that provides online banking access to 4 million active users, more than any other bank.
Mr. PUTNAM. Thank you very much.

I now recognize Tom Pyke. As Chief Information Office of the U.S. Department of Commerce, Mr. Pyke is responsible for guiding the Department’s effective use of information technology and managing the Department’s IT resources, with an annual budget of over $1.5 billion. His responsibilities include IT policy, planning, and capital investment review, IT security and critical infrastructure protection, IT architecture, information quality, E-Government, information dissemination through the Internet and the Next Generation Internet, and the oversight of IT operations.

He has been a senior manager of information technology in the Commerce Department for over 30 years, most recently serving as CIO and Director for Higher Performance Computing and Communications of the National Oceanic and Atmospheric Administration and Director of the GLOBE program.

Welcome. You are recognized.

Mr. PYKE. Thank you, Mr. Chairman. I am pleased to be here this morning to share with the subcommittee a summary of the actions that the Commerce Department has taken over the last 2 years to strengthen our information security posture.

The Department’s actions to improve its management of information security started at the top. Secretary Don Evans, in June 2001, directed all Commerce agency heads to focus their personal attention on establishing information technology or IT security as a priority. He directed them to allocate the necessary resources to ensure that the Department’s data and information systems are adequately protected against risks resulting from misuse or unauthorized access. This important action ensures accountability for IT security by all of the Department’s senior managers, and both the Secretary as well as Deputy Secretary Sam Bodman have emphasized this personal responsibility of Commerce agency heads as they have communicated with these senior managers in the Department about the importance of IT security over the past 2 years.

The Secretary also instituted a Department-wide IT management restructuring plan that empowered the Department’s CIOs by providing them with the necessary authority to manage IT security as well as other aspects of information technology planning and operations and IT capital investment review. As the Department CIO, I issue security policy and provide IT security guidance to the Commerce agency heads and to the Commerce agency CIOs. I participate in the annual review of the performance of each of the Commerce agency CIOs, which bolsters the authority that my staff and I have at the Department level as we oversee the management of the expenditure of $1.5 billion in information technology each year on a Department-wide basis. This $1.5 billion, by the way, includes the resources that we devote to protecting our systems and information assets through our Department-wide IT security program.

We have issued this January a comprehensive Department-wide IT security policy, as well as minimum standards for management, operational, and technical controls, and other key aspects of implementing this policy. We also issued a Password Management Policy and a Remote Access Security Policy. Policy implementation guides have been issued that address critical corrective action plans to identify and correct security weaknesses, to document security and
privacy in the IT capital asset planning process, and to maintain complete inventories of all of our systems relative to their security status.

The Department instituted a compliance monitoring process in 2002, through which we determine Commerce agency compliance with Department IT security policies, standards, and guidance. This process includes tests of all management, operational, and technical controls, including tests of systems and networks to ensure that they are adequately protected against unauthorized access. We also established an IT security training program, through which every Commerce employee and every contractor employee has received IT security awareness training, and is receiving updated training every year. Specialized training for IT security personnel, managers, and system administrators is also being provided.

The Department has established a computer incident response capability that supports actions to protect systems and data when incidents do occur, and facilitates proper reporting of incidents. A Department-wide IT security alert capability has also been established, that ensure 24 x 7 transmittal of IT security alerts throughout the Department and activation of Commerce agency IT security emergency mobilization plans, as appropriate.

Especially since the Commerce Department has been coming from behind as it has implemented this comprehensive IT security program, numerous corrective actions have been identified that need special attention to correct IT security weaknesses. A Department-wide data base of needed corrective actions has been created and is being maintained. It includes every IT security action that has resulted from GAO and Commerce Office of Inspector General audits, as well as actions that have resulted from Department IT security compliance reviews and from self-assessments by the Commerce agencies themselves. We expect to complete by this September all of the corrective actions that were open at the beginning of fiscal year 2003. Over 74 percent of these actions are already completed. We expect to have completed by the end this fiscal year all but 2 of the over 200 corrective actions that have been identified during this fiscal year.

The top level measure we use to manage IT security across the Department is what we call IT security program maturity. By the end of fiscal year 2003, we expect that every Commerce agency will be operating at ease at a level 3 maturity, which requires that all IT systems have implemented policies and procedures. We have identified our national critical and mission critical IT assets and the IT system components of those assets, and we expect to have certification and accreditation for full operation of these systems completed by the end of this fiscal year.

I would like to tell you very briefly how we are doing against some of the performance measures that Mark Forman introduced in his testimony this morning, in which he provided Government-wide data. At Commerce, we have assessed 96 percent of our systems for risk, 90 percent of our systems have contingency plans, 92 percent are certified and accredited, and 98 percent of our systems have up to date IT security plans.
Thank you for this opportunity to tell you about what we have done in the Commerce Department to improve our information security posture. We have come a long way in these last 2 years, and we are working hard to complete the next steps that are essential to provide adequate protection of our data and systems. We understand, however, that IT security is a never-ending process, and we are committed to maintaining a high level of vigilance to ensure that the Department is able to carry out its mission without disruption caused by cyber threats.

[The prepared statement of Mr. Pyke follows:]
Good morning, Mr. Chairman. My name is Tom Pyke. I am the Chief Information Officer of the Department of Commerce. I am pleased to be here this morning to share with the Subcommittee a summary of the actions the Department of Commerce has taken over the last two years to strengthen our cybersecurity, or information security, posture.

The Department’s actions to improve its management of information security started at the top. Secretary Don Evans directed all Commerce agency heads to focus their attention on establishing information technology (IT) security as a priority in June 2001. He directed that they allocate necessary resources to ensure that the Department’s data and information systems are adequately protected against risks resulting from misuse or unauthorized access. This important action ensures accountability for IT security by all of the Department’s senior managers, and both the Secretary and Deputy Secretary Sam Bodman have emphasized this personal responsibility of Commerce agency heads as they have communicated with them about the importance of IT security during the last two years.
The Secretary also instituted a Department-wide IT restructuring plan that empowered the Department's CIOs by providing them with the necessary authority to manage IT security as well as IT planning and operations and IT capital investment review. As the Department CIO, I issue IT security policy and provide IT security guidance to the Commerce agency heads and to their CIOs. I participate in the annual review of the performance of each of the Commerce agency CIOs, which bolsters the authority I have to ensure effective management of the Department's $1.5 billion annual expenditure on information technology, including the protection of our IT resources through a Department-wide IT Security Program.

We have issued in January 2003, a comprehensive, Department-wide IT Security policy, as well as minimum standards for management, operational, and technical controls and other key aspects of implementing this policy. We also issued a password management policy, in June 2002, and a Remote Access Security Policy, in December 2002. Policy implementation guides have been issued that address corrective action planning to identify and correct security weaknesses, documentation of security and privacy in the IT capital asset planning process, and maintaining complete inventories of the security status of all IT systems.

The Department instituted a compliance monitoring process in 2002, through which we determine Commerce agency compliance with Department IT security policies, standards, and guidance. This process includes tests of all management, operational, and technical controls, including tests of systems and networks, to ensure that they are
adequately protected against unauthorized access. We have also established an IT security training program, through which every Commerce employee and contractor employee has received IT security awareness training, and is receiving updated training every year. Specialized training for IT security personnel, managers, and system administrators is also being provided.

The Department has established a computer incident response capability that supports actions to protect systems and data when incidents occur, and facilitates proper reporting of incidents. A Department-wide IT security alert capability has also been established, that ensures 24 hours a day, 7 days a week transmittal of IT security alerts throughout the Department and activation of Commerce agency emergency mobilization plans, as appropriate.

Especially since the Commerce Department has been “coming from behind” as it has implemented this comprehensive IT security program, numerous corrective actions have been identified that need special attention to correct identified weaknesses. A Department-wide database of needed corrective actions has been created and is being maintained. It includes every IT security action resulting from GAO and Commerce Office of Inspector General audits, as well as actions resulting from Department IT security compliance reviews and Commerce agency self-assessments. We expect to complete by this September all of the corrective actions that were open at the beginning of FY 2003. Over 74% of these actions are already completed. We also expect to have
completed by the end of FY 2003 all but two of the over 200 new needed corrective actions that have been identified during FY 2003.

The top level measure we use to manage IT security across the Department is what we call IT security program “maturity.” By the end of FY 2003, we expect that every Commerce agency will be operating at least at a Level 3 maturity, which requires that all IT systems have implemented policies and procedures. We have identified our national critical and mission critical IT assets and the IT system components of those assets, and we expect to have certification and accreditation for full operation of these systems completed by the end of FY 2003. This represents a very important step toward a greatly strengthened Department-wide IT security program.

I would like to call to your attention a resource that has been especially helpful as we have strengthened the Department’s IT security program. This resource is our very own Computer Security Division within the Department’s National Institute of Standards and Technology. The standards and guidelines and related products issued by the Computer Security Division are intended for use throughout the Federal Government, and I am proud to say that the Department itself is benefiting significantly from use of these products.

Thank you for this opportunity to tell you about what we have done in the Commerce Department to improve our information security posture. We have come a long way during the last two years, and we are working hard to complete the next steps that are
essential to provide adequate protection of our data and systems. We understand, however, that IT security is a never-ending process, and we are committed to maintaining a high level of vigilance to ensure that the Department is able to carry out its mission without disruption caused by cyber threats. I would be pleased to respond to any questions you may have.
Mr. PUTNAM. Thank you, Mr. Pyke.

At this time, the subcommittee recognizes Robert Dacey. Mr. Dacey is currently Director of Information Security Issues at the U.S. General Accounting Office. His responsibilities include evaluating information systems security in Federal agencies and corporations, including the development of related methodologies; assessing the Federal infrastructure for managing information security; evaluating the Federal Government’s efforts to protect our Nation’s private and public critical infrastructure from cyber threats; and identifying the best security practices at leading organizations and promoting their adoption by Federal agencies.

Previously, Mr. Dacey led GAO’s annual audits of the consolidated financial statements of the U.S. Government, audits which revealed about the same grades as they have been getting on their IT scorecards; GAO’s financial audit quality assurance efforts, including methodology and training; and other GAO financial statement audit efforts, including HHS and the IRS.

Welcome to the subcommittee. You are recognized for 5 minutes.

Mr. DACEY. Thank you, Mr. Chairman, Mr. Clay. I am pleased to be here today to discuss the challenges our Nation faces concerning Federal information security and critical infrastructure protection. CIP involves activities that enhance the security of our Nation’s cyber and physical public and private infrastructures that are essential to national security, economic security, and/or public health and safety. As you requested, I will briefly summarize my written statement which provides details on the status and progress of efforts to address these challenges.

We have identified and made numerous recommendations over the last several years concerning Federal information security and CIP challenges that need to be addressed. For each of these challenges, improvements have been made and continuing efforts are in progress. However, much more is needed to fully address them. These challenges include: One, addressing pervasive weaknesses in Federal information security. Our analysis of audit and evaluation reports in November of last year continued to show significant pervasive weaknesses in Federal unclassified computer systems for all 24 major agencies reviewed that put critical operations and assets at risk. The implementation of GISRA continues to play a significant role in the improvement of Federal information security. Second year agency GISRA reports indicate agency progress, provide comparative performance information and an improved performance baseline, and highlight areas where additional efforts are necessary. The administration has taken important actions to address information security, such as integrating it into the President’s Management Agenda Scorecard.

The successful implementation of FISMA, which permanently authorizes and strengthens GISRA requirements, is essential to sustaining these agency efforts to identify and correct significant weaknesses. As FISMA is implemented, it will be important to continue efforts to certify, accredit, and regularly test systems to identify and correct vulnerabilities in all agency systems; two, to complete development and test contingency plans to ensure that critical systems can resume after an emergency; three, to validate
agency reported information through independent evaluation; and four, to achieve other FISMA requirements.

The second major challenge is the development of a national CIP strategy. A more complete strategy is still needed that addresses specific roles, responsibilities, and relationships for all CIP entities, that clearly defines interim objectives and milestones and sets timeframes for achieving them, and establishes appropriate performance measures and a monitoring process. The President’s National Homeland Security strategy, the President’s cyber and physical CIP strategies, and the Homeland Security Act call for a comprehensive national infrastructure plan.

The third major challenge is improving information sharing on threats and vulnerabilities. Information sharing needs to be enhanced both within the Federal Government and between the Federal Government and the private sector and State and local governments. The President’s national strategies identify partnering with non-Federal entities as a major initiative. Information sharing and analysis centers continue to play a key role in this strategy.

The fourth major challenge is improving analysis and warning capabilities. More robust warning and analysis capabilities are needed to identify threats and provide timely warning. Such capabilities need to address both cyber and physical threats. Again, the President’s national strategies call for major initiatives in this area.

The fifth challenge is encouraging non-Federal entities to increase their CIP efforts. The Federal Government needs to assess whether additional incentives, such as grants or regulation, are needed to encourage non-Federal entities to increase their efforts to implement suggested CIP activities.

The Homeland Security Act and the President’s national strategies acknowledge the need to address many of these challenges. However, much work remains to effectively respond to them. Until a comprehensive and coordinated strategy is developed, our Nation risks not having a consistent and appropriate structure to deal with the growing threat of attacks on its Federal systems and on its critical infrastructures.

Mr. Chairman, Mr. Clay, this concludes my oral statement. I would be pleased to answer any questions at this time.

[The prepared statement of Mr. Dacey follows:]
INFORMATION SECURITY

Progress Made, But Challenges Remain to Protect Federal Systems and the Nation's Critical Infrastructures

Statement of Robert F. Dacey
Director, Information Security Issues
INFORMATION SECURITY

Progress Made, But Challenges Remain to Protect Federal Systems and the Nation’s Critical Infrastructures

What GAO Found
With the enactment of the Federal Information Security Management Act of 2002, the Congress continued its efforts to improve federal information security by permanently authorizing and strengthening key information security requirements. The administration has also made progress through a number of efforts, among them the Office of Management and Budget’s emphasis of information security in the budget process.

However, significant information security weaknesses at 24 major agencies continue to place a broad array of federal operations and assets at risk of fraud, misuse, and disruption. Although recent reporting by these agencies showed some improvements, GAO found that agencies still have not established information security programs consistent with the legal requirements. For example, periodic testing of security controls is essential to security program management, but for fiscal year 2002, 14 agencies reported they had tested the controls of less than 60 percent of their systems (see figure below). Further information security improvement efforts are also needed at the governmentwide level, and these efforts need to be guided by a comprehensive strategy in which roles and responsibilities are clearly delineated, appropriate guidance is given, adequate technical expertise is obtained, and sufficient agency information security resources are allocated.

Although improvements have been made in protecting our nation’s critical infrastructures and continuing efforts are in progress, further efforts are needed to address critical challenges that GAO has identified over the last several years. These challenges include:

- developing a comprehensive and coordinated national CIP plan;
- improving information sharing on threats and vulnerabilities between the private sector and the federal government, as well as within the government itself;
- improving analysis and warning capabilities for both cyber and physical threats; and
- encouraging entities outside the federal government to increase their CIP efforts.

Percentage of systems with security controls tested during fiscal year 2002:

- Less than 25 percent (14 agencies) 58%
- 25-49 percent (6 agencies) 25%
- 50-99 percent (2 agencies) 17%
- 100 percent (0 agencies)

To view the full testimony, click on the link above. For more information, contact Robert F. Dacey at (202) 512-6817 or daceyr@gao.gov.
Mr. Chairman and Members of the Subcommittee:

I am pleased to be here today to discuss the challenges that our nation faces concerning federal information security and critical infrastructure protection (CIP). Federal agencies and other public and private entities rely extensively on computerized systems and electronic data to support their missions. CIP involves activities that enhance the security of the cyber and physical public and private infrastructures that are essential to our national security, national economic security, and/or national public health and safety. Accordingly, the security of these systems and data is essential to avoiding disruptions in critical operations, data tampering, fraud, and inappropriate disclosure of sensitive information. Further, protecting against computer-based attacks on critical infrastructures is an important aspect of homeland security.

The Congress has continued to hold important hearings and has passed legislation that the President has signed into law to strengthen information security practices throughout the federal government and to better address threats to the nation’s critical computer-dependent infrastructures. Such legislation includes Government Information Security Reform provisions (commonly known as “GISRA”), which established information security programs, evaluation, and reporting requirements for federal agencies; the recently enacted Federal Information Security Management Act of 2002 ("FISMA"), which permanently authorized and strengthened GISRA; and the Homeland Security Act of 2002, which, among other things, consolidated certain essential CIP functions and organizations in the Department of Homeland Security.

In my testimony today, I will provide an overview of the increasing nature of cyber security threats and vulnerabilities and of the continuing pervasive weaknesses that led GAO to initially begin reporting information security as a governmentwide high-risk issue in 1997. I will then discuss the status of actions taken by the Office of Management and Budget (OMB) to address overall weaknesses and challenges identified through its GISRA analysis, as well as the federal government’s continuing need to be guided by a comprehensive improvement strategy. I will also discuss the results of our evaluation of efforts by 24 of the largest federal agencies to implement the requirements of GISRA and to identify and correct their

---


information security weaknesses. Finally, I will discuss the federal government's evolving approach to and current strategies for protecting our nation's critical infrastructures. In this discussion, I will highlight the challenges, identified in prior GAO work that the nation continues to face in implementing CIP. These challenges include developing a comprehensive and coordinated national CIP plan, implementing better information sharing on threats and vulnerabilities, improving analysis and warning capabilities, and creating appropriate incentives to encourage nonfederal CIP efforts. In January 2003, GAO expanded its information security high-risk issue to include cyber CIP.

As agreed, this testimony incorporates the preliminary results of our analyses of federal agencies' efforts to implement NIPRA information security requirements during fiscal year 2002, which was originally requested by the chair and ranking minority member of a former subcommittee of the House Government Reform Committee. In conducting this review, we analyzed (1) executive summaries and reports that summarized management reviews by the 24 agencies for their information security programs, (2) inspector general (IG) summaries and reports on their independent evaluations of these agencies' programs, and (3) agency plans to correct their identified information security weaknesses. We did not validate the accuracy of the data provided in these summaries, reports, and plans. We also discussed with OMB officials the status of their actions and initiatives to improve and provide additional guidance for federal information security. We performed our work from September 2002 to April 2003 in accordance with generally accepted government auditing standards.

Results in Brief

Protecting the computer systems that support our nation's critical operations and infrastructures is a continuing concern. Telecommunications, power distribution, water supply, public health services, national defense (including the military's warfighting capability), law enforcement, government services, and emergency services all depend on the security of their computer operations. Yet with this dependency comes an increasing concern about attacks from individuals and groups

---


with malicious intent, such as crime, terrorism, foreign intelligence gathering, and acts of war. Such concerns are well founded for a number of reasons, including the dramatic increases in reported computer security incidents, the ease of obtaining and using hacking tools, the steady advance in the sophistication and effectiveness of attack technology, and the rise of new and more destructive attacks.

With the enactment of FISMA, the Congress continued its efforts to improve federal information security by permanently authorizing and strengthening the information security program, evaluation, and reporting requirements established by GISBA. The administration has also made progress through a number of efforts, including OMB’s emphasis of information security in the budget process and e-government initiatives and the National Institute of Standards and Technology’s (NIST) issuance of additional computer security guidance. However, our recently reported analyses of audit and evaluation reports issued from October 2001 to October 2002 for 24 major agencies showed that significant information security weaknesses continue to plague a broad array of federal operations and assets at risk of fraud, misuse, and disruption. For example, all 24 agencies had weaknesses in security program management, which provides the framework for ensuring that risks are understood and that effective controls are selected and properly implemented. In addition, although our most recent analyses of fiscal year 2002 GISBA reporting by these agencies showed some improvements, agencies still have not established information security programs consistent with the requirements of GISBA. For example, although the percentage of systems assessed for risk increased for 15 agencies, for 8 agencies, less than 69 percent of their systems had risk assessments (an essential element of risk management and overall security program management that helps ensure that the greatest risks have been identified and addressed). Further, although 15 agencies reported increases in the number of systems for which controls had been tested and evaluated, 14 reported that controls had been tested for less than 60 percent of their systems.

As we have previously recommended, further information security improvement efforts are needed at the governmentwide level, and it is important that these efforts are guided by a comprehensive strategy. As the development of this strategy continues, there are a number of important steps that the administration and the agencies should take to ensure that information security receives appropriate attention and resources and that known deficiencies are addressed. These steps include delineating the roles and responsibilities of the numerous entities involved in federal information security and related aspects of CIP; providing more specific guidance on the controls that agencies need to implement; obtaining adequate technical expertise to select, implement, and maintain controls to protect information systems; and allocating sufficient agency resources for information security.
Federal awareness of the importance of securing our nation's critical infrastructures has continued to evolve since the mid-1990s. Over the years, a variety of working groups has been formed, special reports written, federal policies issued, and organizations created to address the issues that have been raised. Although the actions taken to date are major steps to more effectively protect our nation's critical infrastructures, we have identified and made numerous recommendations over the last several years concerning critical infrastructure challenges that need to be addressed. For each of these challenges, improvements have been made and continuing efforts are in progress. However, even greater efforts are needed to address them. These challenges include the following:

- **Developing a comprehensive and coordinated national CIP plan.** A more complete plan is needed that will address specific roles, responsibilities, and relationships for all CIP entities; clearly define interim objectives and milestones; set time frames for achieving objectives; and establish performance measures.

- **Improving information sharing on threats and vulnerabilities.** Information sharing is a key element in developing comprehensive and practical approaches to defending against cyber and physical attacks, which could threaten the national welfare. Information sharing needs to be enhanced both within the government and between the federal government and the private sector and state and local governments.

- **Improving analysis and warning capabilities.** More robust analysis and warning capabilities, including an effective methodology for strategic analysis and framework for collecting needed threat and vulnerability information, are still needed to identify threats and provide timely warnings. Such capabilities need to address both cyber and physical threats.

- **Encouraging entities outside the federal government to increase their CIP efforts.** Although budget requests include funds (1) to identify key critical infrastructure vulnerabilities and support the necessary steps to ensure that our nation's critical infrastructures are adequately secured across all critical infrastructure sectors and (2) for outreach efforts to state and local government and the private sector, incentives will still be needed to encourage nonfederal entities to increase their CIP efforts. These incentives could include grants, regulations, tax incentives, and regional coordination and partnership.

It is also important that CIP efforts are appropriately integrated with the transition of certain CIP functions and entities to the new Department of Homeland Security (DHS).
Incidents, Threats, and Potential Attack Consequences are Significantly Increasing

Dramatic increases in computer interconnectivity, especially in the use of the Internet, continue to revolutionize the way our government, our nation, and much of the world communicate and conduct business. The benefits have been enormous. Vast amounts of information are now literally at our fingertips, facilitating research on virtually every topic imaginable; financial and other business transactions can be executed almost instantaneously, often 24 hours a day; and electronic mail, Internet Web sites, and computer bulletin boards allow us to communicate quickly and easily with a virtually unlimited number of individuals and groups.

However, in addition to such benefits, this widespread interconnectivity poses significant risks to the government's and our nation's computer systems and, more important, to the critical operations and infrastructures they support. For example, telecommunications, power distribution, water supply, public health services, national defense (including the military's warfighting capability), law enforcement, government services, and emergency services all depend on the security of their computer operations. The speed and accessibility that create the enormous benefits of the computer age on the other hand, if not properly controlled, allow individuals and organizations to inexpensively eavesdrop on or interfere with these operations from remote locations for malicious or malicious purposes, including fraud or sabotage. Table 1 summarizes the key threats to our nation's infrastructures, as observed by the Federal Bureau of Investigation (FBI).
Table 1: Threats to Critical Infrastructure Observed by the FBI

<table>
<thead>
<tr>
<th>Threat</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criminal groups</td>
<td>There is an increased use of cyber intrusions by criminal groups who attack systems for purposes of monetary gain.</td>
</tr>
<tr>
<td>Foreign intelligence services</td>
<td>Foreign intelligence services use cyber tools as part of their information gathering and espionage activities.</td>
</tr>
<tr>
<td>Hackers</td>
<td>Hackers sometimes crack into networks for the thrill of the challenge or for bragging rights in hacker communities. While remote cracking once required a fair amount of skill or computer knowledge, hackers can now download attack scripts and protocols from the Internet and launch them against victim sites. Today, while attack tools have become more sophisticated, they have also become easier to use.</td>
</tr>
<tr>
<td>Hacktivists</td>
<td>Hacktivism refers to politically motivated attacks on publicly accessible Web pages or e-mail servers. These groups and individuals overwhelm servers and hack into Web sites to send a political message.</td>
</tr>
<tr>
<td>Information warfare</td>
<td>Several nations are aggressively working to develop information warfare (IWAR) programs and capabilities. Such capabilities enable a single entity to have a significant and serious impact on the economy, communications, and command infrastructures that support military bases. In that context, according to calls for the Director of Central Intelligence, this author often asks whether America can survive the country.</td>
</tr>
<tr>
<td>Insider threat</td>
<td>The ubiquitous organization insider is a principal source of computer crimes. Insiders may need a great deal of knowledge about computer intrusions because their knowledge of a victim system often allows them to gain unleashed access to cause damage to the system or to steal system data. The insider threat also includes all employees.</td>
</tr>
<tr>
<td>Virus writers</td>
<td>Virus writers are going an increasingly serious threat. Several destructive computer viruses and &quot;worms&quot; have harmed files and hard drives, including the Melissa Macro Virus, the Horizon.Zip worm, the CIH (Chernobyl), Virus, Nardo, and China Mint.</td>
</tr>
</tbody>
</table>

Source: Testimony of Director of National Intelligence, George J. Tenet, before the Senate Select Committee on Intelligence, December 20, 2000.

Government officials are increasingly concerned about attacks from individuals and groups with malicious intent, such as crime, terrorism, foreign intelligence gathering, and acts of war. According to the FBI, terrorists, transnational criminals, and intelligence services are quickly becoming aware of and using information exploitation tools such as computer viruses, Trojan horses, worms, logic bombs, and eavesdropping software that can destroy, intercept, or degrade the integrity of or deny access to data. In addition, the disgruntled organization insider is a significant threat.
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"Virus" is a program that "injects" computer files, usually executable programs, by inserting a copy of itself into the file. These copies are usually executed when the "injected" file is loaded into memory, allowing the virus to infect other files. Unlike the computer virus, a worm requires human involvement (usually exploiting a security hole) to propagate. Trojan horse is a computer program that appears to be provided by some program or system. The Trojan horse usually masquerades as a useful program that a user would want to execute. Worms are independent computer programs that reproduce by copying itself from one system to another across a network. Unlike computer viruses, worms do not require human involvement to propagate. Logic bombs, in programming, a form of sabotage in which a programmer inserts code that causes the program to perform a destructive action when certain stopping criteria occur, such as terminating the program's environment. Author:Ἁγια Σοφία, with pocket edition. A program that intercepts network data and examines each packet in search of specific information, such as passwords transmitted in clear text.
threat, since these individuals often have knowledge that allows them to
gain unrestricted access and inflict damage or steal assets without
possessing a great deal of knowledge about computer intrusions. As
greater amounts of money are transferred through computer systems, as
more sensitive economic and commercial information is exchanged
electronically, and as the nation’s defense and intelligence communities
increasingly rely on commercially available information technology (IT),
the likelihood increases that information attacks will threaten vital
national interests.

As the number of individuals with computer skills has increased, more
intrusion or “hacking” tools have become readily available and relatively
easy to use. A hacker can literally download tools from the Internet and
“point and click” to start an attack. Experts also agree that there has been
a steady advance in the sophistication and effectiveness of attack
technology. Intruders quickly develop attacks to exploit vulnerabilities
discovered in products, use these attacks to compromise computers, and
share them with other attackers. In addition, they can combine these
attacks with other forms of technology to develop programs that
automatically scan the network for vulnerable systems, attack them,
compromise them, and use them to spread the attack even further.

Along with these increasing threats, the number of computer security
incidents reported to the CERT® Coordination Center® has also risen
dramatically from 9,659 in 1999 to 52,698 in 2001 and 82,694 in 2002. And
these are only the reported attacks. The Director of CERT Centers stated
that he estimates that as much as 80 percent of actual security incidents
goes unreported, in most cases because (1) the organization was unable to
recognize that its systems had been penetrated or there were no
indications of penetration or attack, or (2) the organization was reluctant
to report. Figure 1 shows the number of incidents reported to the CERT
Coordination Center from 1996 through 2002.

**The CERT® Coordination Center (CERT®-CC) is a center of Internet security expertise at the
Software Engineering Institute, a federally funded research and development center operated by
Carnegie Mellon University**
According to the National Security Agency, foreign governments already have or are developing computer attack capabilities, and potential adversaries are developing a body of knowledge about U.S. systems and methods to attack those systems. Since the terrorist attacks of September 11, 2001, warnings of the potential for terrorist cyber attacks against our critical infrastructures have also increased. For example, in February 2002, the threat to these infrastructures was highlighted by the Special Advisor to the President for Cyberspace Security in a Senate briefing when he stated that although to date none of the traditional terrorist groups, such as al Qaeda, have used the Internet to launch a known attack on the United States' infrastructure, information on water systems was discovered on computers found in al Qaeda camps in Afghanistan. Also, in his February 2002 statement for the Senate Select Committee on Intelligence, the director of central intelligence discussed the possibility of cyber warfare attack by terrorists. He stated that the September 11 attacks demonstrated the nation's dependence on critical infrastructure systems that rely on electronic and computer networks. Further, he noted that attacks of this nature would become an increasingly viable option for terrorists as they and other foreign adversaries become more familiar with these targets and the technologies required to attack them.

1Administrative Oversight: Are We Ready for a Cyber/ Cyberattaack? Testimony before the Senate Committee on the Judiciary, Subcommittee on Administrative Oversight and the Courts, by Richard A. Clarke, Special Advisor to the President for Cyberspace Security and Chairman of the President's Critical Infrastructure Protection Board (Feb. 13, 2002).

2Testimony of George J. Tenet, Director of Central Intelligence, before the Senate Select Committee on Intelligence, Feb. 6, 2002.
Since September 11, 2001, the critical link between cyberspace and physical space has been increasingly recognized. In his November 2002 congressional testimony, the Director of the CERT Centers at Carnegie Mellon University noted that supervisory control and data acquisition (SCADA) systems and other forms of networked computer systems have been used for years to control power grids, gas and oil distribution pipelines, water treatment and distribution systems, hydroelectric and flood control dams, oil and chemical refineries, and other physical systems, and that these control systems are increasingly being connected to communications links and networks to reduce operational costs by supporting remote maintenance, remote control, and remote update functions. These computer-controlled and network-connected systems are potential targets for individuals bent on causing massive disruption and physical damage, and the use of commercial, off-the-shelf technologies for these systems without adequate security enhancements can significantly limit available approaches to protection and may increase the number of potential attackers.

The risks posed by this increasing and evolving threat are demonstrated in reports of actual and potential attacks and disruptions. For example:

- On February 11, 2002, the National Infrastructure Protection Center (NIPC) issued an advisory to heighten the awareness of an increase in global hacking activities as a result of the increasing tensions between the United States and Iraq. The advisory noted that during a time of increased international tension, illegal cyber activity often escalates, such as spamming, Web page defacements, and denial-of-service attacks. Further, this activity can originate within another country that is party to the tension; can be state-sponsored or encouraged; or can come from domestic organizations or individuals independently. The advisory also stated that attacks may have one of several objectives, including political activism targeting Iraq or those sympathetic to Iraq by self-described “patriot” hackers, political activism or disruptive attacks targeting United States systems by those opposed to any potential conflict with Iraq, or even criminal activity manipulating or using the current crisis to further personal goals.

- According to a preliminary study coordinated by the Cooperative Association for Internet Data Analysis (CAIDA), on January 25, 2003, the SQL-Shauner worm (also known as “Sapphire”) infected more than 90 percent of vulnerable computers worldwide within 10 minutes of its release on the Internet, making it the fastest computer worm in

---

1Testimony of Richard D. Pietz, Director, CERT Centers, Software Engineering Institute, Carnegie Mellon University, before the House Committee on Government Reform, Subcommittee on Government Efficiency, Financial Management and Intergovernmental Relations, November 19, 2002.

history. As the study reports, exploiting a known vulnerability for which a patch has been available since July 2002, Slammer doubled in size every 8.5 seconds and achieved its full scanning rate (55 million scans per second) after about 3 minutes. It caused considerable harm through network outages and such unforeseen consequences as canceled airline flights and automated teller machine (ATM) failures. Further, the study emphasizes that the effects would likely have been more severe had Slammer carried a malicious payload, attacked a more widespread vulnerability, or targeted a more popular service.

- In November 2002, news reports indicated that a British computer administrator was indicted on charges that he broke into 92 U.S. computer networks in 14 states; these networks belonged to the Pentagon, private companies, and the National Aeronautics and Space Administration during the past year, causing some $900,000 in damage to computers. According to a Justice Department official, these attacks were one of the biggest hacks ever against the U.S. military. This official also said that the attacker used his home computer and automated software available on the Internet to scan tens of thousands of computers on U.S. military networks looking for ones that might suffer from flaws in Microsoft Corporation's Windows NT operating system software.

- On October 21, 2002, NIPC reported that all the 13 root-name servers that provide the primary roadmap for almost all Internet communications were targeted in a massive "distributed denial of service" attack. Seven of the servers failed to respond to legitimate network traffic, and two others failed intermittently during the attack. Because of safeguards, most Internet users experienced no slowdowns or outages.

- In July 2002, NIPC reported that the potential for compounded cyber and physical attacks, referred to as "swarming attacks," is an emerging threat to the U.S. critical infrastructure. As NIPC reports, the effects of a swarming attack could include slowing or complicating the response to a physical attack. For example, cyber attacks can be used to delay the notification of emergency services and to deplete the resources needed to manage the consequences of a physical attack. In addition, a swarming attack could be used to worsen the effects of a physical attack. For instance, a cyber attack on a natural gas distribution pipeline that opens safety valves and releases fuels or gas in the area of a planned physical attack could enhance the force of the physical attack. Consistent with this threat, NIPC also released an information

---

 Significant Weaknesses Persist in Federal Information Security

For the federal government, we have reported since 1996 that poor information security is a widespread problem with potentially devastating consequences. Although agencies have taken steps to redesign and strengthen their information system security programs, our analyses of information security at major federal agencies have shown that federal systems were not being adequately protected from computer-based threats, even though these systems process, store, and transmit enormous amounts of sensitive data and are indispensable to many federal agency operations. For the past several years, we have analyzed audit results for 24 of the largest federal agencies and found that all 24 had significant information security weaknesses. Further, we have identified information security as a governmentwide high-risk issue in reports to the Congress since 1997—most recently in January 2003.

As we reported in November 2002, our analysis of reports issued from October 2001 through October 2002, continued to show significant weaknesses in federal computer systems that put critical operations and

---

Weaknesses continued to be reported in each of the 24 agencies included in our review, and they covered all six major areas of general controls—the policies, procedures, and technical controls that apply to all or a large segment of an entity’s information systems and help ensure their proper operation. These six areas are: (1) security program management, which provides the framework for ensuring that risks are understood and that effective controls are selected and properly implemented; (2) access controls, which ensure that only authorized individuals can read, alter, or delete data; (3) software development and change controls, which ensure that only authorized software programs are implemented; (4) segregation of duties, which reduces the risk that one individual can independently perform inappropriate actions without detection; (5) operating systems controls, which protect sensitive programs that support multiple applications from tampering and misuse; and (6) service continuity, which ensures that computer-dependent operations experience no significant disruptions. Figure 2 illustrates the distribution of weaknesses for the six general control areas across the 24 agencies.

Figure 2: Computer Security Weaknesses at 24 Major Federal Agencies

![Bar chart showing distribution of weaknesses across six major areas of general controls for 24 agencies.]

No significant weaknesses identified
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Source: Audit reports issued October 2001 through October 2002.
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2Does not include the Department of Homeland Security that was created by the Homeland Security Act in November 2002.
Although our analyses showed that most agencies had significant weaknesses in these six control areas, as in past years' analyses, weaknesses were most often identified for security program management and access controls.

- For security program management, we identified weaknesses for all 24 agencies in 2002—the same as reported for 2001, and compared to 21 of the 24 agencies (88 percent) in 2000. Security program management, which is fundamental to the appropriate selection and effectiveness of the other categories of controls, covers a range of activities related to understanding information security risks, selecting and implementing controls commensurate with risk, and ensuring that controls, once implemented, continue to operate effectively.

- For access controls, we found weaknesses for 22 of 24 agencies (92 percent) in 2002 (no significant weaknesses were found for one agency, and access controls were not reviewed for another). This compares to access control weaknesses found in all 24 agencies for both 2000 and 2001. Weak access controls for sensitive data and systems make it possible for an individual or group to inappropriately modify, destroy, or disclose sensitive data or computer programs for purposes such as personal gain or sabotage. In today's increasingly interconnected computing environment, poor access controls can expose an agency's information and operations to attacks from remote locations all over the world by individuals with only minimal computer and telecommunications resources and expertise.

Our analyses also showed service-continuity-related weaknesses at 20 of the 24 agencies (88 percent) with no significant weaknesses found for 3 agencies (service continuity controls were not reviewed for another). This compares to 19 agencies with service continuity weaknesses found in 2001 and 20 agencies found in 2000. Service continuity controls are important in that they help ensure that when unexpected events occur, critical operations will continue without undue interruption and that crucial, sensitive data are protected. If service continuity controls are inadequate, an agency can lose the capability to process, retrieve, and protect electronically maintained information, which can significantly affect an agency's ability to accomplish its mission. Further, such controls are particularly important in the wake of the terrorist attacks of September 11, 2001.

These analyses of information security at federal agencies also showed that the scope of audit work performed has continued to expand to more fully cover all six major areas of general controls at each agency. Not surprisingly, this has led to the identification of additional areas of weakness at some agencies. These increases in reported weaknesses do not necessarily mean that information security at federal agencies is getting worse. They more likely indicate that information security
weaknesses are becoming more fully understood—an important step toward addressing the overall problem. Nevertheless, the results leave no doubt that serious, pervasive weaknesses persist. As auditors increase their proficiency and the body of audit evidence expands, it is probable that additional significant deficiencies will be identified.

Most of the audits represented in figure 2 were performed as part of financial statement audits. At some agencies with primarily financial missions, such as the Department of the Treasury and the Social Security Administration, these audits covered the bulk of mission-related operations. However, at agencies whose missions are primarily nonfinancial, such as DOE and the Department of Justice, the audits may provide a less complete picture of the agency’s overall security posture because the audit objectives focused on the financial statements and did not include evaluations of individual systems supporting nonfinancial operations. However, in response to congressional interest, beginning in fiscal year 2000, we expanded our audit focus to cover a wider range of nonfinancial operations—a trend we expect to continue. Audit coverage for nonfinancial systems has also increased as agencies and their IGs reviewed and evaluated their information security programs as required by GSPRA.

To fully understand the significance of the weaknesses we identified, it is necessary to link them to the risks they present to federal operations and assets. Virtually all federal operations are supported by automated systems and electronic data, and agencies would find it difficult, if not impossible, to carry out their missions and account for their resources without these information assets. Hence, the degree of risk caused by security weaknesses is extremely high.

The weaknesses identified place a broad array of federal operations and assets at risk. For example,

- resources, such as federal payments and collections, could be lost or stolen;
- computer resources could be used for unauthorized purposes or to launch attacks on others;
- sensitive information, such as taxpayer data, social security records, medical records, and proprietary business information, could be inappropriately disclosed, browsed, or copied for purposes of espionage or other types of crime;
- critical operations, such as those supporting national defense and emergency services, could be disrupted;
- data could be modified or destroyed for purposes of fraud or disruption; and
Congress Consolidates and Strengthens Federal Information Security Requirements

Concerned with accounts of attacks on commercial systems via the Internet and reports of significant weaknesses in federal computer systems that make them vulnerable to attack, on October 30, 2000, Congress enacted GISRA, which became effective November 25, 2000, for a period of 2 years. GISRA supplemented information security requirements established in the Computer Security Act of 1987, the Paperwork Reduction Act of 1995, and the Clinger-Cohen Act of 1996 and was consistent with existing information security guidance issued by the Office of Management and Budget (OMB)\(^6\) and the National Institute of Standards and Technology (NIST),\(^7\) as well as audit and best practice guidance issued by GAO.\(^8\)

Most importantly, however, GISRA consolidated these separate requirements and guidance into an overall framework for managing information security and established new annual review, independent evaluation, and reporting requirements to help ensure agency implementation and both OMB and congressional oversight. GISRA assigned specific responsibilities to OMB, agency heads and chief information officers (CIOs), and IGs. OMB was responsible for establishing and overseeing policies, standards, and guidelines for information security. This included the authority to approve agency information security programs, but delegated OMB's responsibilities regarding national security systems to national security agencies. OMB was also required to submit an annual report to the Congress summarizing results of agencies' evaluations of their information security programs. GISRA does not specify a date for this report, and OMB released its fiscal year 2001 report in February 2002. It has not yet released its fiscal year 2002 report.

---


GISRA required each agency, including national security agencies, to establish an agencywide risk-based information security program to be overseen by the agency CIO and ensure that information security is practiced throughout the life cycle of each agency system. Specifically, this program was to include:

- periodic risk assessments that consider internal and external threats to the integrity, confidentiality, and availability of systems, and data supporting critical operations and assets;
- the development and implementation of risk-based, cost-effective policies and procedures to provide security protections for information collected or maintained by or for the agency;
- training on security responsibilities for information security personnel and on security awareness for agency personnel;
- periodic management testing and evaluation of the effectiveness of policies, procedures, controls, and techniques;
- a process for identifying and remediating any significant deficiencies;
- procedures for detecting, reporting, and responding to security incidents; and
- an annual program review by agency program officials.

In addition to the responsibilities listed above, GISRA required each agency to have an annual independent evaluation of its information security program and practices, including control testing and compliance assessment. The evaluations of non-national-security systems were to be performed by the agency IG or an independent evaluator, and the results of these evaluations were to be reported to OMB. For the evaluation of national security systems, special provisions included having national security agencies designate evaluators, restricting the reporting of evaluation results, and having the IG or an independent evaluator perform an audit of the independent evaluation. For national security systems, only the results of each audit of an evaluation are to be reported to OMB.

With GISRA expiring on November 29, 2002, on December 17, 2002, NIST was enacted as title III of the E-Government Act of 2002. This act permanently authorizes and strengthens the information security program, evaluation, and reporting requirements established by GISRA. In addition, among other things, NIST requires NIST to develop, for systems other than national security systems, (1) standards to be used by all agencies to categorize all of their information and information systems based on the objectives of providing appropriate levels of information security according to a range of risk levels; (2) guidelines recommending the types of information and information systems to be included in each category; and (3) minimum information security requirements for information and...
information systems in each category. In addition, FISMA requires each agency to develop, maintain, and annually update an inventory of major information systems (including major national security systems) operated by the agency or under its control. This inventory is also to include an identification of the interfaces between each system and all other systems or networks, including those not operated by or under the control of the agency.

Agencies Show Progress in Implementing Security Requirements, but Further Improvement Needed

In our March 2002 testimony, we reported that the initial implementation of GISRA was a significant step in improving federal agencies' information security programs and addressing their serious, pervasive information security weaknesses. Agencies also cited benefits of this first-year implementation, including increased management attention to and accountability for information security, and the administration undertook other important actions to address information security, such as integrating information security into the President's Management Agenda Scorecard. However, along with these benefits, agencies' reviews of their information security programs showed that agencies had not established information security programs consistent with the legislative requirements and that significant weaknesses existed. We also noted that although agency actions were under way to strengthen information security and implement these requirements, significant improvement would require sustained management attention and OMB and congressional oversight.

Our analysis of second-year or fiscal year 2002 implementation of GISRA showed progress in several areas, including the types of information being reported and made available for oversight, governmentwide efforts to improve information security, and agencies' implementation of information security requirements. Despite this progress, our analyses of agency and SIG reports showed that the 24 agencies have not yet established information security programs consistent with legislative requirements and that corrective action plans did not always include all identified weaknesses and need independent validation to ensure that weaknesses are corrected.

OMB Includes New Reporting Requirements to Improve Information Available for Oversight

For fiscal year 2002, GISA reporting, OMB provided the agencies with updated reporting instructions and guidance on preparing and submitting plans of action and milestones (corrective action plans).\(^{10}\) Like instructions for fiscal year 2001, this updated guidance listed specific topics that the agencies were to address, many of which were referenced back to corresponding requirements of GISA.\(^{10}\) However, in response to agency requests and recommendations we made to OMB as a result of our review of fiscal year 2001 GISA implementation,\(^{10}\) this guidance also incorporated several significant changes to help improve the consistency and quality of information being reported for oversight by OMB and the Congress. These changes included the following:

- Reporting instructions provided new high-level management performance measures that the agencies and IPs were required to use to report on agency officials' performance. According to OMB, most agencies did not provide performance measures or actual levels of performance where asked to do so for fiscal year 2001 reporting, and the agencies requested that OMB develop such measures. These required performance measures include, for example, the number and percentage of systems that have been assessed for risk, the number of contractor operations or facilities that were reviewed, and the number of employees with significant security responsibilities that received specialized training.

- Instructions confirmed that agencies were expected to review all systems annually. OMB explained that GISA requires senior agency program officials to review each security program for effectiveness at least annually, and that the purpose of the security programs discussed in GISA is to ensure the protection of the systems and data covered by the program. Thus, a review of each system is essential to determine the program's effectiveness, and only the depth and breadth of such system reviews are flexible.

- Agencies were generally required to use all elements of NIST Special Publication 800-56, Security Self-Assessment Guide for Information Technology Systems, to review their systems. This guide accompanies


\(^{10}\) OMB required the agency heads to submit their reports on September 16, 2002, and to include (1) the executive summary developed by the agency CIOs, agency program officials, and the IG that is based on the results of their work; (2) copies of the GISA independent evaluations; and (3) for national security systems, audits of the independent evaluation. Agency corrective action plans were due to OMB by October 1, 2002, with updates required quarterly beginning January 1, 2002.

NIST's Security Assessment Framework methodology, which agency officials can use to determine the current status of their security programs.\(^5\) The guide itself uses an extensive questionnaire containing specific control objectives and techniques against which an unclassified system or group of interconnected systems can be tested and measured. For the fiscal year 2001 reporting period, OMB encouraged agencies to use this guide, but did not require its use because it was not completed until well into the reporting period. NIST finalized the guide in November 2001, and for fiscal year 2002 reporting, OMB required its use unless an agency and its IG confirmed that any agency-developed methodology captured all elements of the guide. To automate the completion of the questionnaire, NIST also developed a tool that can be found at its Computer Security Resource Center Web site: http://csrc.nist.gov/asset/.

- OMB requested IGs to verify that agency corrective action plans identify all known security weaknesses within an agency, including components, and are used by the IG and the agency, major components, and program officials within them, as the authoritative agency management mechanisms to prioritize, track, and manage all agency efforts to close security performance gaps.

- OMB authorized agencies to release certain information from their corrective action plans to assist the Congress in its oversight responsibilities. Agencies could release this information, as requested, excluding certain elements, such as estimated funding resources and the scheduled completion dates for resolving a weakness.

**OMB Initiatives to Improve Federal Information Security Show Progress**

OMB's report to the Congress on fiscal year 2001 GISRA implementation provided an overview of OMB and agencies' implementation efforts, summarized the overall results of OMB's analyses, and included individual agency summaries for the 24 of the largest federal departments and agencies.\(^6\) Overall, OMB reported that although examples of good security exist in many agencies, and others were working very hard to improve their performance, many agencies had significant deficiencies in every important area of security. In particular, the report highlighted six common security weaknesses. These weaknesses are listed below along with an update of the activities under way to address them:

1. **Lack of senior management attention to information security**—Last year, OMB reported that, to address this issue, it was working through the


President's Management Council and the Critical Infrastructure Protection Board to promote sustained attention to security as part of its work on the President's Management Agenda and the integration of security into the Scorecard. OMB also reported that it included security instructions in budget peer review guidance and sent security letters to each agency highlighting the lack of senior management attention and describing specific actions OMB is taking to assist the agency. According to OMB officials, although the President's Critical Infrastructure Protection Board was recently dissolved, OMB continues to coordinate security issues with the President's Homeland Security Council and the Department of Homeland Security. These officials also said that they are continuing to work with the agencies and that security is an integral part of assessing agencies' performance for the E-Government component of the Scorecard.

2. Inadequate accountability for job and program performance related to IT security—OMB reported that it was working with the agencies and other entities to develop workable measures of program and performance to hold federal employees accountable for their security responsibilities. As discussed previously, OMB instructions to federal agencies for fiscal year 2002 GSISA reporting included high-level management performance measures. Related to this initiative, in October 2002, NIST also issued an initial public draft of a security metrics guide for IT systems to provide guidance on how an organization, through the use of metrics, can determine the adequacy of in-place security controls, policies, and procedures. The draft also explains the metric development and implementation process and how it can also be used to adequately justify security control investments.7

3. Limited security training for general users, IT professionals, and security professionals—OMB reported that along with federal agencies, it was working through the Critical Infrastructure Protection Board's education committee and the CIO Council's Workforce Committee to address this issue. OMB also reported that work was under way to identify and disseminate security training best practices through NIST's Federal Agency Security Practices Web site and that one of the administration's electronic government initiatives is to establish and deliver electronic training on a number of mandatory topics, including security, for use by all federal agencies, along with state and local governments. As an example of progress on this initiative, OMB officials pointed to an online training initiative, www.golearn.gov. Launched in July 2002 by the Office of Personnel Management (OPM), this site offers training in an online environment, including IT security courses, such as security awareness, fundamentals of internet security, and managing network security. Other activities for this area include NIST's July 2002 issuance of draft guidance.

on designing, developing, implementing, and maintaining an awareness and training program within an agency's IT security program.  

4. Inadequate integration of security into the capital planning and investment control process—OMB reported that it was integrating security into the capital planning and investment control process to ensure that adequate security is incorporated directly into and funded over the life cycle of all systems and programs before funding is approved. Specifically, OMB established criteria that agencies must report security costs for each major and significant IT investment, document that business cases that support adequate security controls have been incorporated into the life cycle planning and funding of each IT investment, and include their corrective action plans for a system directly to the business case for that IT investment. Another criterion was that agency security reports and corrective action plans were presumed to reflect the agency's security priorities and, thus, would be a central tool for OMB in prioritizing funding for systems. OMB officials confirmed that these activities were continuing and included providing additional guidance in OMB Circular A-11 on identifying security costs. In addition, they said that draft NIST guidelines for federal IT systems would help to ensure that agencies consider security throughout the system life cycle. Under OMB policy, responsible federal officials are required to make a security determination (called accreditation) to authorize placing IT systems into operation. In order for these officials to make sound, risk-based decisions, a security evaluation (known as certification) of the IT system is needed. The NIST guidelines are to establish a standard process, general tasks and specific subtasks to certify and accredit systems and provide a new approach that uses the standardized process to verify the correctness and effectiveness of security controls employed in a system. The guidelines will also employ the use of standardized, minimum security controls and standardized verification techniques and procedures that NIST indicates will be provided in future guidance.

5. Poor security for contractor-provided services—OMB reported last year that under the guidance of the OMB-led security committee established by Executive Order 13201 (since eliminated), an issue group would develop recommendations to include addressing how security is handled in contracts. OMB also reported that it would work with the CIO Council and the Procurement Executive Council to establish a training program that ensures appropriate contractor training in security. OMB officials stated that these activities are continuing and the issue group had made recommendations to the Federal Acquisition Regulation Council. In addition,

---

8 National Institute of Standards and Technology, Building on Information Technology Security Awareness and Training Program, NIST Draft Special Publication 800-51 (May 2002).  
in October 2002, NIST issued a draft guide on security considerations in federal IT procurements, which includes specifications, clauses, and tasks for areas such as IT security training and awareness, personnel security, physical security, and security features in systems.\(^6\)

6. Limited capability to detect, report, and share information on vulnerabilities or to detect intrusions, suspected intrusions, or virus infections—OMB reported that the Federal Computer Incident Response Center (FedCIRC) reports to it on a quarterly basis on the federal government's status on IT security incidents. OMB also reported that under OMB and Critical Infrastructure Protection Board guidance, GSA was exploring methods to disseminate patches to all agencies more effectively. OMB officials pointed to the Patch Authentication and Dissemination Capability Program, which FedCIRC introduced in January 2003 as a free service to federal civilian agencies.\(^7\) According to FedCIRC, this service provides a trusted source of validated patches and notifications on new threats and vulnerabilities that have potential to disrupt federal government mission critical systems and networks. It is a Web-enabled service that obtains patches from vendors, validates that the patch only does what it states that it was created to correct, and provides agencies notifications based on established profiles. We also noted that in August 2002, NIST published procedures for handling security patches that provided principles and methodologies for establishing an explicit and documented patching and vulnerability policy and a systematic, accountable, and documented process for handling patches.\(^8\)

In addition to activities identified for these specific weaknesses, in last year's report, OMB reported that it would direct all large agencies to undertake a Project Matrix review to more clearly identify and prioritize the security needs for government assets. Project Matrix is a methodology developed by the Critical Infrastructure Assurance Office (CIAO) (recently transferred to the Department of Homeland Security) that identifies the critical assets within an agency, prioritizes them, and then identifies interrelationships with other agencies or the private sector.\(^9\) OMB

---


\(^7\)FedCIRC, formerly within the General Services Administration and now part of the Department of Homeland Security, was established to provide a central focal point for incident receiving, handling, processing and resolution for the federal government. Its purpose is to ensure that the government's critical services remain in order to withstand or quickly recover from security and information resources.

\(^8\)National Institute of Standards and Technology, Procedures for Handling Security Patches—Recommendations of the National Institute of Standards and Technology, NIST Special Publication 800-64, (August 2002).

\(^9\)The Project Matrix methodology defines "critical" as the responsibility, assets, nodes, and networks that, if exploited or destroyed, would jeopardize the mission of a critical part of a serious, detrimental effect on the nation or body, adversely affect large portions of the American way of life, and require, if not immediately, remediation (commonly defined as within 72 hours). It defines "assets" as...
reported that once reviews have been completed at each large agency, it would identify cross-government activities and lines of business for Project Matrix reviews so that it will have identified both vertically and horizontally the critical operations and assets of the federal government's critical enterprise architecture and their relationship beyond government.

As of July 2002, a CIAO official reported that of 31 agencies targeted for Project Matrix reviews, 18 had begun their reviews; and of those, 5 had completed the first step of the methodology to identify their critical assets. 2 found no candidate assets to undergo a process to identify critical assets, 5 had begun the second step to identify other federal government assets, systems, and networks upon which their critical assets depend to operate, and none had begun the third step to identify all associated dependencies on private-sector owned and operated critical infrastructures. 9 According to a CIAO official in December 2003, the office's goal was to complete Project Matrix reviews for 24 of the 31 identified agencies by the end of fiscal year 2004 and for the remaining 7 in fiscal year 2005. However, this official also said that as of the request of the Office of Homeland Security, CIAO was revising and streamlining its Project Matrix methodology to be less labor intensive for the agencies and reduce the time needed to identify critical assets. In our recent discussions with OMB officials, they said they were requiring Project Matrix reviews for 23 large departments and agencies and that as part of their GSPR reporting, agencies were required to report on the status of their efforts to identify critical assets and their dependencies. However, they acknowledged that OMB did not establish any deadlines for the completion of Project Matrix reviews. In our February 2003 report, we also reported that neither the administration nor the agencies we reviewed had milestones for the completion of Project Matrix analyses and recommended that agencies coordinate with CIAO to set these milestones.

Finally, in February 2003, OMB reported that a number of efforts were underway to address security weaknesses in industry software development, and that chief among them were national policy-level activities of the Critical Infrastructure Protection Board (since eliminated). At the technical product-level, OMB reported that the National Information Assurance Partnership, operated jointly by NIST and the National Security Agency, was certifying private-sector laboratories to which product vendors may submit their software for analysis and certification, but that this certification process was a lengthy one and often cannot accommodate the "time-to-market" imperative that the technology industry faces. According to recent discussions with OMB

---

officials, the National Information Assurance Partnership efforts are still under way.

Agency GISRA Reporting Shows Progress, but Highlights Continued Weaknesses

Fiscal year 2002 GISRA reporting by CIOs and independent evaluations by NIs for the 24 agencies provided an improved baseline for measuring improvements in federal information security not only because of performance measures that OMB now requires, but also because of agencies' increased review coverage and use of consistent methodologies. For example, 16 agencies reported that they had reviewed the security of 60 percent or more of their systems and programs for their fiscal year 2002 GISRA reporting, with 10 of those reporting that they reviewed from 50 to 100 percent. Further, 13 agencies reported that coverage of agency systems and programs increased for fiscal year 2002 compared to fiscal year 2001. However, with 8 agencies reporting that they reviewed less than half of their systems, improvements are still needed.* Regarding their methodologies, 21 agencies reported that, as required by OMB, they used NIST's Security Self-Assessment Guide for Information Technology Systems or developed their own methodology that addressed all elements of the guide, and only 3 agencies reported that they did not, by not following the NIST guide, agencies may not identify all weaknesses. For example, one agency reported that the methodology it used incorporated many of the elements of NIST's self-assessment guide, but the IG reported that the methodology did not call for the detailed level of system reviews required by the NIST guide nor did it include the requirement to test and evaluate security controls.

In performing our analyses, we summarized and categorized the reported information including data provided for the OMB-prescribed performance measures. There were several instances where agency reports either did not address or provide sufficient data for a question or measure. In addition, 10 independent evaluations sometimes showed different results than CIO reporting or identified data inaccuracies. Further, IG reporting also did not always include comparable data, particularly for the performance measures. In part, this was because although OMB instructions said that the NIs should use the performance measures to assist in evaluating agency officials' performance, the IG was not required to review the agency's reported measures. Summaries of our analyses for key requirements follow below.

*One agency did not specifically report this information, but its IG reported that the agency reviewed less than half of its systems.
Many Systems Still Do Not Have Risk Assessments or Up-to-Date Security Plans

GSRA required agencies to perform periodic threat-based risk assessments for systems and data. Risk assessments are an essential element of risk management and overall security program management and, as our best practice work has shown, are an integral part of the management processes of leading organizations. Risk assessments help ensure that the greatest risks have been identified and addressed, increase the understanding of risk, and provide support for needed controls. Our reviews of federal agencies, however, frequently show deficiencies related to assessing risk, such as security plans for major systems that are not developed on the basis of risks. As a result, the agencies had accepted an unknown level of risk by default rather than consciously deciding what level of risk was tolerable.

As one of its performance measures for this requirement, OMB required agencies to report the number and percentage of their systems that have been assessed for risk during fiscal year 2001 and fiscal year 2002. Our analysis of reporting for this measure showed some overall progress. For example, of the 24 agencies we reviewed, 13 reported an increase in the percentage of systems assessed for fiscal year 2002 compared to fiscal year 2001. In addition, as illustrated in figure 3 below, for fiscal year 2002, 11 agencies reported that they had assessed risk for 0 to 100 percent of their systems. However, it also shows that further efforts are needed by other agencies, including the 9 that reported less than 60 percent of their systems had been assessed for risk.

Figure 3: Percentage of systems with risk assessments during fiscal year 2002

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Number of Agencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 60 percent</td>
<td>9</td>
</tr>
<tr>
<td>60-89 percent</td>
<td>4</td>
</tr>
<tr>
<td>90-100 percent</td>
<td>11</td>
</tr>
</tbody>
</table>

Note: Rounding used to total 100 percent.
GISA also required the agency head to ensure that the agency's information security plan is practiced throughout the life cycle of each agency system. In its reporting instructions, OMB required agencies to report whether the agency head had taken specific and direct actions to oversee that program officials and the CIO are ensuring that security plans are up to date and practiced throughout the life cycle. They also had to report the number and percentage of systems that have an up-to-date security plan. Our analyses showed that although most agencies reported that they had taken such actions, IGs reported disagreement for a number of agencies, and many systems do not have up-to-date security plans. Specifically, 31 agencies reported that the agency head had taken actions to oversee that security plans are up to date and practiced throughout the life cycle compared to the IGs reporting that only 9 agencies had taken such actions. One IG reported that the agency’s security plan guidance predates revisions to NIST and OMB guidance and, as a result, does not contain key elements, such as the risk assessment methodology used to identify threats and vulnerabilities. In addition, another IG reported that although progress had been made, security plans had not been completed for 61 percent of the agency's systems. Regarding the status of agencies' security plans, as shown in figure 4, half of the 24 agencies reported that they had up-to-date security plans for 0 to 10 percent or more of their systems for fiscal year 2002, including 7 that reported these plans for 10 percent or more.

Figure 4: Percentage of systems with up-to-date security plans during fiscal year 2002

Security Training Efforts Show Mixed Progress

GISA required agencies to provide training on security awareness for agency personnel and on security responsibilities for information security personnel. Our studies of best practices at leading organizations have shown that they take steps to ensure that personnel involved in various aspects of their information security programs had the skills and...
knowledge they needed. They also recognized that staff expertise had to be frequently updated to keep abreast of ongoing changes in threats, vulnerabilities, software, security techniques, and security monitoring tools. However, our past information security reviews at individual agencies have shown that they have not provided adequate computer security training to their employees, including contractor staff.

Among the performance measures for these requirements, OMB required agencies to report the number and percentage of employees including contractors that received security training during fiscal years 2001 and 2002 and the number of employees with significant security responsibilities that received specialized training. For agency employee/contractor security training, our analyses showed 10 agencies reported that they provided security training to 60 percent or more of their employees and contractors for fiscal year 2002, with 8 reporting 90 percent or more. Of the remaining 8 agencies, 4 reported that such training was provided for less than half of their employees/contractors, 1 reported that none were provided the training, and 3 provided insufficient data for this measure.

For specialized training for employees with significant security responsibilities, some progress was indicated, but additional training is needed. As indicated in figure 5, our analyses showed 11 agencies reported that 60 percent or more of their employees with significant security responsibilities had received specialized training for fiscal year 2002, with 5 reporting 90 percent or more. Of the remaining 10 agencies, 4 reported less than 30 percent and one reported that none had received such training.

Figure 5: Percentage of employees with significant security responsibilities receiving specialized security training during fiscal year 2002

| Insufficient Information (2 agencies) | 8% |
| None (1 agency) | 8% |
| 80-100 percent (6 agencies) | 21% |
| Less than 60 percent (10 agencies) | 25% |
| 60-69 percent (7 agencies) | 42% |

Source: Agency responses.
Further Security Control Testing and Evaluation Needed

Under GISRA, the agency head was responsible for ensuring that the appropriate agency officials, evaluated the effectiveness of the information security program, including testing controls. The act also required that the agency-wide information security program include periodic management testing and evaluation of the effectiveness of information security policies and procedures. Periodically evaluating the effectiveness of security policies and controls and acting to address any identified weaknesses are fundamental activities that allow an organization to manage its information security risks cost effectively, rather than reacting to individual problems ad hoc only after a violation has been detected or an audit finding has been reported. Further, management control testing and evaluation as part of the program reviews can supplement control testing and evaluation in IS and OAS audits to help provide a more complete picture of the agencies' security postures.

As a performance measure for this requirement, OMB required the agencies to report the number and percentage of systems for which security controls have been tested and evaluated during fiscal years 2001 and 2002. Our analyses of the data agencies reported for this measure showed that although 15 agencies reported an increase in the overall percentage of systems being tested and evaluated for fiscal year 2002, most agencies are not testing essentially all of their systems. As shown in figure 6, our analyses showed that 14 agencies reported that they had tested the controls of less than 60 percent of their systems for fiscal year 2002. Of the remaining 10 agencies, 4 reported that they had tested and evaluated controls for 90 percent or more of their systems.

Figure 6: Percentage of systems with security controls tested during fiscal year 2002

- Less than 50 percent (14 agencies) 58%
- 50-60 percent (6 agencies) 25%
- 60-90 percent (6 agencies) 17%
- 90-100 percent (4 agencies) 17%

Some agencies reported data.
As another measure, OMB also required agencies to report the number and percentage of systems that have been authorized for processing following certification and accreditation. According to NIST's draft Guidelines for the Security Certification and Accreditation (C&A) of Federal Information Technology Systems (Special Publication 800-37), accreditation is the authorization of an IT system to process, store, or transmit information, granted by a management official that provides a form of quality control and challenges managers and technical staff to find the best fit for security, given technical constraints, operational constraints, and mission requirements. Certification is the comprehensive evaluation of the technical and non-technical security controls of an IT system to support the accreditation process that establishes the extent to which a particular design and implementation meets a set of specified security requirements. Certification provides the necessary information to a management official to formally declare that an IT system is approved to operate at an acceptable level of risk. The accreditation decision is based on the implementation of an agreed upon set of management, operational, and technical controls, and by accrediting the system, the management office accepts the risk associated with it.

Our analysis of agencies' reports showed mixed progress for this measure. For example, 10 agencies reported increases in the percentage of systems authorized for processing following certification and accreditation compared to fiscal year 2001, but 8 reported decreases and 3 did not change (3 others did not provide sufficient data). In addition, as shown in figure 7, 4 agencies reported that for fiscal year 2002, 80 percent or more of their systems had been authorized for processing following certification and accreditation with only 3 of these reporting from 60 to 100 percent. And of the remaining 10 agencies reporting less than 60 percent, 3 reported that none of their systems had been authorized.

![Figure 7: Percentage of systems during fiscal year 2002 that were authorized for processing by management after certification and accreditation](image-url)
In addition to this mixed progress, IG reports identified instances where agencies’ certification and accreditation efforts were inadequate. For example, one agency reported that 53 percent of its systems were authorized for processing following certification and accreditation. IG reporting agreed, but also noted that over a fourth of the systems identified as authorized had been operating with an interim authorization and did not meet all of the security requirements to be granted accreditation. The IG also stated that, due to the risk posed by systems operating without certification and full accreditation, the department should consider identifying this deficiency as a material weakness.

Incident-Handling Capabilities Established, but Implementation Incomplete

GISRA required agencies to implement procedures for detecting, reporting, and responding to security incidents. Although even strong controls may not block all intrusions and misuse, organizations can reduce the risks associated with such events if they promptly take steps to detect intrusions and misuse before significant damage can be done. In addition, accounting for and analyzing security problems and incidents are effective ways for an organization to gain a better understanding of threats to its information and of the cost of its security-related problems. Such analyses can also pinpoint vulnerabilities that need to be addressed to help ensure that they will not be exploited again. In this regard, problem and incident reports can provide valuable input for risk assessments, help in prioritizing security improvement efforts, and be used to illustrate risks and trending trends in reports to senior management. Our information security reviews also confirm that federal agencies have not adequately (1) prevented intrusions before they occur, (2) detected intrusions as they occur, (3) responded to successful intrusions, or (4) reported intrusions to staff and management. Such weaknesses provide little assurance that unauthorized attempts to access sensitive information will be identified and appropriate actions taken in time to prevent or minimize damage.

OMB included a number of performance measures in agency reporting instructions that were related to detecting, reporting, and responding to security incidents. These included the number of agency components with an incident-handling and response capability, whether the agency and its major components share incident information with FedCIRC in a timely manner, and the numbers of incidents reported. OMB also required that agencies report on how they confirmed that patches have been tested and installed in a timely manner. Our analyses of agencies’ reports showed that although most agencies reported that they have established incident response capabilities, implementation of these capabilities is still not complete. For example, 12 agencies reported that for fiscal year 2002, 90 percent or more of their components had incident handling and response capabilities and 8 others reported that they provided these capabilities to components through a central point within the agency. However, although most agencies report having these capabilities for most components, in at
At least two instances, the IG evaluations identified instances where incident response capabilities were not always implemented. For example, one IG reported that the department established and implemented its computer security incident-response capability on August 1, 2002, but had not enforced procedures to ensure that components comply with a consistent methodology to identify, document, and report computer security incidents. Another IG reported that the agency had released incident-handling procedures and established a computer incident response team, but had not formally assigned members to the team or effectively communicated procedures to employees.

Our analyses also showed that for fiscal year 2002, 10 agencies reported they had oversight procedures to verify that patches have been tested and installed in a timely manner and 10 reported they did not. Of those that did not have procedures, several specifically mentioned that they planned to participate in FedCIRC’s patch management process.

**Agencies Show Progress in Identifying Critical Assets, but Most Have Not Identified Interdependencies**

GSSRA required that each agencywide information security program ensure the integrity, confidentiality, and availability of systems and data supporting the agency’s critical operations and assets. In addition, as mentioned previously, OMB directed 24 of the largest agencies to undergo a Project Matrix review to identify and characterize the operations and assets and these assets’ associated infrastructure dependencies and interdependencies that are most critical to the nation. For example, as part of its GSSRA reporting, OMB required the agencies to report whether they had undergone a Project Matrix review or used another methodology to identify their critical assets and their interdependencies and interrelationships. Our analyses of agencies’ reports showed some overall process in identifying critical assets, but limited progress in identifying interdependencies. As shown in figure 8, a total of 14 agencies reported they had identified their critical assets and operations—10 using Project Matrix and 4 using other methodologies. In addition, five more agencies reported that they were in some stage of identifying their critical assets and operations, and three more planned to do so in fiscal year 2003.
Lack of Contingency Plan Testing Is a Major Weakness

Contingency plans provide specific instructions for restoring critical systems, including such things as arrangements for alternative processing facilities in case the usual facilities are significantly damaged or cannot be accessed. At many of the agencies we have reviewed, we found incomplete plans and procedures to ensure that critical operations can continue when unexpected events occur, such as a temporary power failure, accidental loss of files, or a major disaster. These plans and procedures were incomplete because operations and supporting resources had not been fully analyzed to determine which were most critical and would need to be restored first. Further, existing plans were not fully tested to identify their weaknesses. As a result, many agencies have inadequate assurance that they can recover operational capability in a timely, orderly manner after a disruptive attack.

As another of its performance measures, OMB required agencies to report the number and percentage of systems for which contingency plans have been tested in the past year. As shown in figure 6, our analysis showed that for fiscal year 2003, only 2 agencies reported that they had tested contingency plans for 90 percent or more of their systems, while 20 had...
tested contingency plans for less than 60 percent of their systems. One
reported that none had been tested.

Figure 9: Percentage of systems with recently tested contingency plans for fiscal year 2002

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Number of Agencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>None tested</td>
<td>1 agency</td>
</tr>
<tr>
<td>90-100 percent</td>
<td>2 agencies</td>
</tr>
<tr>
<td>80-89 percent</td>
<td>1 agency</td>
</tr>
<tr>
<td>Less than 60 percent</td>
<td>20 agencies</td>
</tr>
</tbody>
</table>

Some Reported Improvement in Efforts to Ensure Security of Contractor-Provided Services

GISRA requires agencies to develop and implement risk-based, cost-effective policies and procedures to provide security protection for information collected or maintained either by the agency or for it by another agency or contractor. In its fiscal year 2000 GISA report to the Congress, OMB identified poor security for contractor-provided services as a common weakness and for fiscal year 2001 reporting, included performance measures to help indicate whether the agency program officials and CIO used appropriate methods, such as audits and inspections, to ensure that services provided by a contractor are adequately secure and meet security requirements. Our analysis showed that a number of agencies reported that they have reviewed a large percentage of services provided by a contractor, but others have reviewed only a small number.

For operations and assets under the control of agency program officials, 16 agencies reported that for fiscal year 2002 they reviewed 90 percent or more of contractor operations or facilities, with 7 of those reporting that they reviewed 90 percent or more; and 4 reported that they reviewed less than 30 percent.

For operations and assets under the control of the CIO, 11 agencies reported that for fiscal year 2002 they reviewed 90 percent or more of contractor operations or facilities, with 7 of these reporting they reviewed 90 percent or more; 3 reported that they reviewed less than 30 percent;
and 5 agencies reported that they had no services provided by a contractor or another agency.

Reporting of Security Costs Shows Improvement

GISRA requires that each agency examine the adequacy and effectiveness of information security policies, procedures, and practices in plans and reports related to annual agency budgets and other statutory performance reporting requirements. The act also requires each agency to describe the resources, including budget, staffing, and training, that are necessary to implement its agencywide information security program. For GISRA reporting, OMB required agencies to report information on total security funding included in their fiscal year 2002 budget request, fiscal year 2002 budget enacted, and the President’s fiscal year 2003 budget and to include (1) a breakdown of security costs by each major operating division or bureau and (2) CIP costs that apply to the protection of government operations and assets.

Most agencies (21) reported total security funding for these budgets, although 15 did not show costs by major operating division or bureau and/or for CIP. Further, most agencies reported including security costs in their budget requests and justifications. For example:

- For the fiscal year 2003 budget, 16 agencies reported that they had submitted capital asset plans and justifications to OMB with all requisite security information, and of the remaining 8 agencies, 5 reported that less than 50 percent of their capital asset plans and justifications did not include this information. Last year, 19 agencies reported that they had not included security requirements and costs on every fiscal year 2002 capital asset plan submitted to OMB.

- For fiscal year 2003, 18 agencies reported that security costs were reported on the Exhibit 58th for all agency systems, with 5 reporting that these costs were not reported for all agency systems.

Corrective Action Plans Provide Potential Tool for Monitoring Agency Progress

GISRA required that agencies develop a process for ensuring that remedial action is taken to address significant deficiencies. As a result, OMB required the agency head to work with the CIO and program officials to provide a strategy to correct security weaknesses identified through annual GISRA program reviews and independent evaluations, as well as other reviews or audits performed throughout the reporting period by the IG or GAO. Agencies were required to submit a corrective action plan for all programs and systems where a security weakness had been identified.

*The Agency C IT Investments Plan is required by OMB Circular A-11.
plus quarterly updates on the plan’s implementation. OMB guidance required that these plans list the identified weaknesses and for each identify a point of contact, the resources required to resolve the weakness, the scheduled completion date, key milestones with completion dates for the milestones, milestone changes, the source of the weakness (such as a program review, IG audit, or GAO audit), and the status (ongoing or completed). Agencies were also required to submit quarterly updates of these plans that list the total number of weaknesses identified at the program and system level, as well as the numbers of weaknesses for which corrective actions were completed on time, ongoing and on schedule, or delayed. Updates were also to include the number of new weaknesses discovered subsequent to the last corrective action plan or quarterly update.

Our analyses of agencies’ fiscal year 2002 corrective action plans and IGs’ evaluations of these plans showed that most agencies followed the OMB-prescribed format, but also that several used an existing tracking system to meet this requirement. In theory, these plans could prove to be a useful tool for the agencies in correcting their information security weaknesses. However, their usefulness could be impaired to the extent that they do not identify all weaknesses or provide realistic completion estimates. For example, for the 24 agencies, only 8 IGs reported that their agency’s corrective action plan addressed all identified significant weaknesses and 9 specifically reported that their agency’s plan did not. Our analyses also showed that in several instances, corrective action plans did not indicate the current status of a weaknesses identified or include information regarding whether actions were on track as originally scheduled.

Plan progress must be appropriately monitored and the actual correction of weaknesses may require independent validation. Our analyses showed that three IGs reported that their agencies did not have a centralized tracking system to monitor the status of corrective actions. Also, one IG specifically questioned the accuracy of unverified, self-reported corrective actions reported to the agency’s plan.

Further Action Needed to Improve Federal Information Security

Recent audits and reviews, including annual GISRA program reviews and independent evaluations, show that although agencies have made progress in addressing GAO and IG recommendations to improve the effectiveness of their information security, further action is needed. In particular, overall security program management continues to be an area marked by widespread and fundamental problems. Many agencies have not developed security plans for major systems based on risk, have not documented security policies, and have not implemented a program for testing and evaluating the effectiveness of the controls they rely on. As a result, they could not ensure that the controls they had implemented were operating...
as intended and they could not make informed judgments as to whether they were spending too little or too much of their resources on security.

Further information security improvement efforts are also needed at the governmentwide level, and it is important that these efforts are guided by a comprehensive strategy and, as development of this strategy continues, that certain key issues be addressed. These issues and actions currently under way are as follows.

First, the federal strategy should delineate the roles and responsibilities of the numerous entities involved in federal information security and describe how the activities of these organizations interrelate, who should be held accountable for their success or failure, and whether these activities will effectively and efficiently support national goals.

Second, more specific guidance to agencies on the controls that they need to implement could help ensure adequate protection. Currently, agencies have wide discretion in deciding which computer security controls to implement and the level of rigor with which to enforce these controls. In essence, one set of specific controls will not be appropriate for all types of systems and data. Nevertheless, our studies of best practices at leading organizations have shown that more specific guidance is important. In particular, specific mandatory standards for varying risk levels can clarify expectations for information protection, including audit criteria; provide a standard framework for assessing information security risk; help ensure that shared data are appropriately protected; and reduce demands for limited resources to independently develop security controls. FISMA requires NIST to develop standards that provide mandatory minimum information security requirements.

Third, ensuring effective implementation of agency information security and CIP plans will require active monitoring by the agencies to determine whether milestones are being met and testing is being performed to determine whether policies and controls are operating as intended. With routine periodic evaluations, such as those required by GISRA and now FISMA, performance measurements can be more meaningful. In addition, the annual evaluation, reporting, and monitoring process established through these provisions is an important mechanism, previously missing, to hold agencies accountable for implementing effective security and to manage the problem from a governmentwide perspective.

Fourth, the Congress and the executive branch can use audit results, including the results of GISRA and FISMA reporting, to monitor agency performance and take whatever action is deemed advisable to remedy identified problems. Such oversight is essential for holding agencies
accountable for their performance, as was demonstrated by OMB and congressional efforts to oversee the Year 2000 computer challenge.

Fifth, agencies must have the technical expertise they need to select, implement, and maintain controls that protect their information systems. Similarly, the federal government must maximize the value of its technical staff by sharing expertise and information. As highlighted during the Year 2000 challenge, the availability of adequate technical and audit expertise is a continuing concern to agencies.

Sixth, agencies can allocate resources sufficient to support their information security and infrastructure protection activities. In our review of first-year EISRA implementation, we reported that many agencies emphasized the need for adequate funding to implement security requirements, and that security funding varied widely across the agencies. Funding for security is already embedded to some extent in agency budgets for computer system development efforts and routine network and system management and maintenance. However, additional accounts are likely to be needed to address specific weaknesses and new tasks. At the same time, OMB and congressional oversight of future spending on information security will be important for ensuring that agencies are not using the funds they receive to continue ad hoc, piecemeal security fixes that are not supported by a strong agency risk management process.

Further, we agree with OMB that much can be done to cost-effectively address common weaknesses, such as limited security training, across government rather than individually by agency.

Seventh, expanded research is needed in the area of information systems protection. Although a number of research efforts are under way, experts have noted that more is needed to achieve significant advances. In this regard, the Congress recently passed and the President signed into law the Cyber Security Research and Development Act to provide $301 million over 5 years for cybersecurity research and education programs. This law directs the National Science Foundation to create new cybersecurity research centers, program grants, and fellowships. It also directs NIST to create new program grants for partnerships between academia and industry.

*P.L. 107-305, November 27, 2002.*
CIP Policy Has Continued to Evolve Since the Mid-1990s

CIP involves activities that enhance the security of our nation’s cyber and physical public and private infrastructure that are critical to national security, national economic security, and/or national public health and safety. Federal awareness of the importance of securing our nation’s critical infrastructures has continued to evolve since the mid-1990s. Over the years, a variety of working groups has been formed, special reports written, federal policies issued, and organizations created to address the issues that have been raised. The following sections summarize key developments in federal CIP policy to provide historical perspective.

President's Commission Studied Critical Infrastructure Protection

In October 1997, the President’s Commission on Critical Infrastructure Protection issued a report* describing the potentially devastating implications of poor information security for the nation. The report recommended measures to achieve a higher level of CIP that included industry cooperation and information sharing, a national organization structure, a revised program of research and development, a broad program of awareness and education, and a reconsideration of related laws. It further stated that a comprehensive effort would need to “include a system of surveillance, assessment, early warning, and response mechanisms to mitigate the potential for cyberattacks.” The report also urged the FBI to continue its efforts to develop warning and threat analysis capabilities, which would enable it to serve as the preliminary national warning center for infrastructure attacks and to provide law enforcement, intelligence, and other information needed to ensure the highest quality analysis possible.

Presidential Decision Directive 63 Established Initial CIP National Strategy

In 1998, the President issued Presidential Decision Directive 63 (PDD 63), which described a strategy for cooperative efforts by government and the private sector to protect the physical and cyber-based systems essential to the minimum operations of the economy and the government. PDD 63 called for a range of actions intended to improve federal agency security programs, improve the nation’s ability to detect and respond to serious computer-based and physical attacks, and establish a partnership between the government and the private sector. The directive called on the federal government to serve as a model of how infrastructure assurance is best achieved and designated lead agencies to work with private-sector and government organizations. Further, it established CIP as a national goal.

*President’s Commission on Critical Infrastructure Protection, Critical Foundations: Promoting America’s Infrastructure (October 1997)
and stated that, by the close of 2000, the United States was to have achieved an initial operating capability to protect the nation’s critical infrastructures from intentional destructive acts and, by 2003, had developed the ability to protect the nation’s critical infrastructures from intentional destructive attacks.

To accomplish its goals, PDD 63 established and designated organizations to provide central coordination and support, including:

- the Critical Infrastructure Assurance Office (CIAO), an interagency office housed in the Department of Commerce, which was established to develop a national plan for CIP on the basis of infrastructure plans developed by the private sector and federal agencies;

- the National Infrastructure Protection Center (NIPC), an organization within the FBI, which was expanded to address national-level threat assessment, warning, vulnerability, and law enforcement investigation/response; and

- the National Infrastructure Assurance Council (NIAC), which was established to enhance the partnership of the public and private sectors in protecting our critical infrastructures.

To ensure coverage of critical sectors, PDD 63 also identified eight private-sector infrastructures and five special functions. For each of the infrastructures and functions, the directive designated lead federal agencies, referred to as sector liaisons, to work with their counterparts in the private sector, referred to as sector coordinators. To facilitate private-sector participation, PDD 63 also encouraged the voluntary creation of information sharing and analysis centers (ISACs) to serve as mechanisms for gathering, analyzing, and appropriately sanitizing and disseminating information to and from infrastructure sectors and the federal government through NIPC. Figure 3 displays a high-level overview of the organizations with CIP responsibilities, as outlined by PDD 63.
PDD 63 called for a range of activities intended to establish a partnership between the public and private sectors to ensure the security of our nation’s critical infrastructures. The sector liaison and the sector coordinator were to work with each other to address problems related to CIP for their sector. In particular, PDD 63 stated that they were to (1) develop and implement vulnerability awareness and education programs and (2) contribute to a sectoral National Infrastructure Assurance Plan by

- assessing the vulnerabilities of the sector to cyber or physical attacks;
- recommending a plan to eliminate significant vulnerabilities;
- proposing a system for identifying and preventing major attacks; and
- developing a plan for alerting, containing, and rebutting an attack in progress and then, in coordination with PDMA as appropriate, rapidly reconstituting minimum essential capabilities in the aftermath of an attack.

PDD 63 also required every federal department and agency to be responsible for protecting its own critical infrastructures, including both cyber-based and physical assets. To fulfill this responsibility, PDD 63 called for agencies’ CIOs to be responsible for information assurance, and it required every agency to appoint a chief infrastructure assurance officer to be responsible for the protection of all other aspects of an agency’s critical infrastructure. Further, it required federal agencies to:

- develop, implement, and periodically update a plan for protecting its critical infrastructure;
- determine its minimum essential infrastructure that might be a target of attack;
- conduct and periodically update vulnerability assessments of its minimum essential infrastructure;
- develop a recommended remedial plan based on vulnerability assessments that identifies time lines for implementation, responsibilities, and funding; and
- analyze intergovernmental dependencies, and mitigate those dependencies.

Other PDD 63 requirements for federal agencies are that they provide vulnerability awareness and education to sensitize people regarding the importance of security and to train them in security standards, particularly regarding cybersystems; that they establish a system for responding to a
significant infrastructure attack while it is under way, to help isolate and minimize damage; and that they establish a system for rapidly reconstituting minimum required capabilities for varying levels of successful infrastructure attacks.

National Plan for Information Systems Protection Provided Plan for Federal Government

In January 2000, the White House issued its National Plan for Information Systems Protection. The national plan provided a vision and framework for the federal government to prevent, detect, respond to, and protect the nation’s critical cyber-based infrastructure from attack and reduce existing vulnerabilities by complementing and focusing existing federal computer security and information technology requirements. Subsequent versions of the plan were expected to (1) define the roles of industry and of state and local governments working in partnership with the federal government to protect physical and cyber-based infrastructures from deliberate attack and (2) examine the international aspects of CIP.

Executive Order 13228 Established the Office of Homeland Security

In October 2001, the President issued Executive Order 13228, establishing the Office of Homeland Security within the Executive Office of the President and the Homeland Security Council. It stated that the Office of Homeland Security was "to develop and coordinate the implementation of a comprehensive national strategy to secure the United States from terrorist threats or attacks." In addition, EO 13228 stated that, among other things, the Office of Homeland Security was to coordinate efforts to protect critical public and privately owned information systems within the United States from terrorist attacks. Further, it established the Homeland Security Council to advise and assist the President with respect to all aspects of homeland security, to serve as the mechanism for ensuring coordination of homeland security-related activities of executive departments and agencies, and to develop and implement homeland security policies.

Executive Order 13231 Established the CIP Board

In October 2001, President Bush signed EO 13231, establishing the President’s Critical Infrastructure Protection Board to coordinate cyber-related federal efforts and programs associated with protecting our...
nation's critical infrastructures. Executive Order 13231 tasked the board with recommending policies and coordinating programs for protecting CIP-related information systems. The Special Advisor to the President for Cyberspace Security chaired the board. The executive order also established 10 standing committees to support the board's work on a wide range of critical information. According to EO 13231, the board's responsibilities were to recommend policies and coordinate programs for protecting information systems for critical infrastructures, including emergency preparedness communications and the physical assets that support such systems. The Special Advisor reported to the Assistant to the President for National Security Affairs and to the Assistant to the President for Homeland Security and coordinated with the Assistant to the President for Economic Policy on issues relating to private-sector systems and economic effects and with the Director of OMB on issues relating to budgets and the security of federal computer systems. Executive Order 13231 emphasized the importance of CIP and the ESACs, but neither order identified additional requirements for agencies to protect their critical infrastructures or suggested additional activities for the ESACs.

National Strategy for Homeland Security Included CIP Components

In July 2002, the President issued the National Strategy for Homeland Security with strategic objectives to (1) prevent terrorist attacks within the United States, (2) reduce America's vulnerability to terrorism, and (3) minimize the damage and recovery from attacks that do occur. To ensure coverage of critical infrastructure sectors, this strategy identified 13 industry sectors, expanded from the 8 originally identified in FDO-01, as essential to our national security, national economic security, and/or national public health and safety. Lead federal agencies were identified and directed to work with their counterparts in the private sector to assess sector vulnerabilities and to develop plans to eliminate vulnerabilities. The sectors and their lead agencies are listed in table 2.
Table 2: Critical Infrastructure Lead Agencies and Sectors

<table>
<thead>
<tr>
<th>Lead agency</th>
<th>Sectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homeland Security</td>
<td>• Information and telecommunications</td>
</tr>
<tr>
<td></td>
<td>• Transportation (aviation; rail; mass transit; waterborne commerce;</td>
</tr>
<tr>
<td></td>
<td>pipelines; and highways, including tracking and intelligent</td>
</tr>
<tr>
<td></td>
<td>transportation systems)</td>
</tr>
<tr>
<td></td>
<td>• Postal and shipping</td>
</tr>
<tr>
<td></td>
<td>• Emergency services</td>
</tr>
<tr>
<td></td>
<td>• Continuity of government</td>
</tr>
<tr>
<td>Treasury</td>
<td>• Banking and finance</td>
</tr>
<tr>
<td>Health and Human</td>
<td>• Public health (including prevention, surveillance, laboratory services,</td>
</tr>
<tr>
<td>Services</td>
<td>and personal health services)</td>
</tr>
<tr>
<td></td>
<td>• Food (all except for meat and poultry)</td>
</tr>
<tr>
<td>Energy</td>
<td>• Energy (electrical power, oil and gas production and storage)</td>
</tr>
<tr>
<td>Environmental Protection Agency</td>
<td>• Water</td>
</tr>
<tr>
<td></td>
<td>• Chemical industry and Hazardous materials</td>
</tr>
<tr>
<td>Agriculture</td>
<td>• Agriculture</td>
</tr>
<tr>
<td></td>
<td>• Food (meat and poultry)</td>
</tr>
<tr>
<td>Defense</td>
<td>• Defense industrial base</td>
</tr>
</tbody>
</table>

Source: National Strategy to Secure Homeland Security and National Strategy to Secure Critical Infrastructure

The Homeland Security Act of 2002 (signed by the President on November 25, 2002) established the Department of Homeland Security (DHS). Regarding CIP, the new department is responsible for, among other things, (1) developing a comprehensive national plan for securing the key resources and critical infrastructure of the United States; (2) recommending measures to protect the key resources and critical infrastructure of the United States in coordination with other federal agencies and in cooperation with state and local government agencies and authorities, the private sector, and other entities; and (3) disseminating, as appropriate, information analyzed by the department both within the department and to other federal agencies, state and local government agencies, and private-sector entities to assist in the deterrence, prevention, and response to terrorist attacks. To help accomplish these functions, the act created the Information Analysis and Infrastructure Protection Directorate within the new department and transferred to it the functions, personnel, assets, and liabilities of several existing organizations with CIP responsibilities, including NIPC (other than the Computer Investigations and Operations Section) and the CIAB.
The National Strategy for Homeland Security called for the Office of Homeland Security and the President’s Critical Infrastructure Protection Board to complete cyber and physical infrastructure protection plans, which would serve as the baseline for later developing the comprehensive national infrastructure protection plan. Such a plan was subsequently required by the Homeland Security Act of 2002. On February 14, 2003, the President released the National Strategy to Secure Cyberspace and the companion National Strategy for the Physical Protection of Critical Infrastructures and Key Assets. These two strategies identify priorities, actions, and responsibilities for the federal government, including lead agencies and DHS, as well as for state and local governments and the private sector.

The National Strategy to Secure Cyberspace Provided Initial Framework for Cyber CIP

The National Strategy to Secure Cyberspace is intended to provide an initial framework for both organizing and prioritizing efforts to protect our nation’s cyberspace. It is also to provide direction to federal departments and agencies that have roles in cyberspace security and to identify steps that state and local governments, private companies and organizations, and individual Americans can take to improve our collective cybersecurity. The strategy reiterates the critical infrastructure sectors and the related lead federal agencies as identified in The National Strategy for Homeland Security. In addition, the strategy identifies DHS as the central coordinator for cyberspace efforts. As such, DHS is responsible for coordinating and working with other federal entities involved in cybersecurity. This strategy is organized according to five national priorities, with major actions and initiatives identified for each:

1. A National Cyberspace Security Response System—Coordinated by DHS, this system is described as a public-private architecture for analyzing and warning, managing incidents of national significance, promoting continuity in government systems and private-sector infrastructures, and increasing information sharing across and between organizations to improve cyberspace security. The system is to include governmental entities and nongovernmental entities, such as private-sector ISACs. Major actions and initiatives identified for cyber security response include providing for the development of tactical and strategic analyses of cyber attacks and vulnerability assessments; expanding the Cyber Warning and Information Network to support the role of DHS in coordinating crisis management for cyber space security; coordinating processes for voluntary public/private participation in the development of national public/private continuity and contingency plans; exercising cybersecurity continuity.

---

plans for federal systems; and improving and enhancing public/private information sharing involving cyber attacks, threats, and vulnerabilities.

2. A National Cyberspace Security Threat and Vulnerability Reduction Program—This priority focuses on reducing threats and deterring malicious actors through effective programs to identify and neutralize them; understanding and remediating the existing vulnerabilities that, if exploited, could cause the most damage to critical systems; and developing new systems with less vulnerability and assessing emerging technologies for vulnerabilities. Other major actions and initiatives include creating a process for national vulnerability assessments to better understand the potential consequences of threats and vulnerabilities, securing the mechanisms of the Internet by improving protocols and routing, fostering the use of trusted digital control and supervisory control and data acquisition systems, understanding infrastructure interdependencies and improving the physical security of cybersystems and telecommunications, and prioritizing federal cybersecurity research and development agendas.

3. A National Cyberspace Security Awareness and Training Program—This priority emphasizes promoting a comprehensive national awareness program to empower all Americans—businesses, the general workforce, and the general population—to secure their own part of cyberspace. Other major actions and initiatives include fostering adequate training and education programs to support the nation’s cybersecurity needs; increasing the efficiency of existing federal cybersecurity training programs; and promoting private-sector support for well-coordinated, widely recognized professional cybersecurity certification.

4. Securing Governments’ Cyberspace—To help protect, improve, and maintain governments’ cybersecurity, major actions and initiatives for this priority include continuously assessing threats and vulnerabilities to federal cyber systems; authenticating and maintaining authorized users of federal cyber systems; securing federal wireless local area networks; improving security in government outsourcing and procurement; and encouraging state and local governments to consider establishing information technology security programs and participating in ISACs with similar governments.

5. National Security and International Cyberspace Security Cooperation—This priority identifies major actions and initiatives to strengthen U.S. national security and international cooperation. These include strengthening cyber-related counterintelligence efforts, improving capabilities for attack attribution and response, improving coordination for responding to cyber attacks within the U.S. national security community, working with industry and through international organizations to facilitate dialogue and partnerships among international public and private sectors focused on protecting information infrastructures, and...
The National Strategy for the Physical Protection of Critical Infrastructures and Key Assets Provided National Policy for Physical CIP

The National Strategy for the Physical Protection of Critical Infrastructures and Key Assets provides a statement of national policy to remain committed to protecting critical infrastructures and key assets from terrorist attacks. Although the strategy does not explicitly mention PDD 63, it builds on the directive with its sector-based approach that includes the 13 sectors defined in the National Strategy for Homeland Security identifies federal departments and agencies as sector liaisons, and calls for expanding the capabilities of ISACs. The strategy is based on eight guiding principles, including establishing responsibility and accountability, encouraging and facilitating partnering among all levels of government and between government and industry, and encouraging market solutions wherever possible and government intervention when needed. The strategy establishes three strategic objectives. The first is to identify and assure the protection of the most critical assets, systems, and functions, in terms of national-level public health and safety, governance, and economic and national security and public confidence. This would include establishing a uniform methodology for determining national-level criticality. The second strategic objective is to ensure the protection of infrastructures and assets facing specific, imminent threats; and the third is to pursue collaborative measures and initiatives to ensure the protection of other potential targets that may become attractive over time. Under this strategy, DHS will provide overall cross-sector coordination and serve as the primary liaison and facilitator for cooperation among federal agencies, state and local governments, and the private sector. The strategy states that the private sector generally remains the first line of defense for its own facilities and should reassess and adjust their planning, assurance, and investment programs to better accommodate the increased risk presented by deliberate acts of violence. In addition, the Office of Homeland Security will continue to act as the President's principal policy adviser staff and coordinating body for major interagency policy issues related to homeland security.
Executive Order 13236 Reflected Establishment of DHS

On February 26, 2000, Executive Order (EO) 13236 was amended in its entirety by Executive Order 13225. Although EO 13236 maintained the same national policy statement regarding the protection against disruption of information systems for critical infrastructures, it dissolved the President's Critical Infrastructure Board that was to coordinate cyber-related federal efforts and programs associated with protecting our nation's critical infrastructures, and the board's chair—the Special Advisor to the President for Cyberspace Security—and related staff, along with the 10 standing committees established to support the board's work on a wide range of critical information infrastructure efforts. According to EO 13225, the NSAC is to continue to provide the President with advice on the security of information systems for critical infrastructures supporting other sectors of the economy. However, NSAC will provide its advice through the Secretary of Homeland Security. Regarding the functions of the standing committees, an OMB official stated that OMB will continue to oversee the federal information security committee functions. Further, recent media reports state that efforts are underway to ensure the transition of certain other functions to DHS.

Other Developments

On March 1, 2003, DHS assumed certain essential information and analysis and infrastructure protection functions and organizations, including NIPC (other than the Computer Investigation and Operations Section) and the CISO. Currently, according to the Department of Homeland Security official, the department is continuing to carry out the activities previously performed by NIPC and the other transferred functions and organizations. Further, the official stated that the department is enhancing those activities as they are integrated within the new department and are developing a business plan. The DHS official stated that the department is continuing previously established efforts to maintain and build relationships with other federal entities, including the FBI and other NIPC partners, and with the private sector. In addition, the department plans to provide staff to work at the proposed Terrorist Threat Integration Center. Although NIPC experienced the loss of certain senior leadership prior to transition to the new department and has identified some staffing needs, the DHS official stated that the department is able to provide the functions previously performed by NIPC.

The Nation Faces Ongoing CIP Challenges

Although the actions taken to date are major steps to more effectively protect our nation’s critical infrastructures, we have made numerous recommendations over the last several years concerning CIP challenges that still need to be addressed. For each of these challenges, improvements have been made and continuing efforts are in progress. However, even greater efforts are needed to address them. These challenges include developing a comprehensive and coordinated national CIP plan, improving information sharing on threats and vulnerabilities, improving analysis and warning capabilities, and ensuring appropriate incentives to encourage entities outside of the federal government to increase their CIP efforts. It is also important that CIP efforts be appropriately integrated with DIB.

A Comprehensive and Coordinated National CIP Plan Needs to Be Developed

An underlying issue in the implementation of CIP is that no national plan yet exists that clearly delineates the roles and responsibilities of federal and nonfederal CIP entities, defines interim objectives and milestones, sets timeframes for achieving objectives, and establishes performance measures. Such a clearly defined plan is essential for defining the relationships among all CIP organizations to ensure that the approach is comprehensive and well coordinated. Since 1998, we have reported on the need for such a plan and made numerous related recommendations.

In September 1998, we reported that developing a governmentwide strategy that clearly defined and coordinated the roles of federal entities was important to ensure governmentwide cooperation and support for PDD 63. At that time, we recommended that OMB and the Assistant to the President for National Security Affairs ensure such coordination.

In January 2000, the President issued Defending America’s Cyberspace: National Plan for Information Systems Protection: Version 1.0: An Invitation to a Dialogue as a first major element of a more comprehensive effort to protect the nation’s information systems and critical infrastructure assets from future attacks. The plan proposed achieving the twin goals of making the U.S. government a model of information security and developing a public/private partnership to defend our national infrastructures. However, this plan focused largely on federal cyber CIP efforts, saying little about the private-sector role.

*GAO/GEN-96-84/F, Washington, D.C.: September 22, 1996*
In September 2001, we reported that agency questions had surfaced regarding specific roles and responsibilities of entities involved in cyber CIP and the timeframes within which CIP objectives were to be met, as well as guidelines for measuring progress. Accordingly, we made several recommendations to supplement those we had made in the past. Specifically, we recommended that the Assistant to the President for National Security Affairs ensure that the federal government's strategy to address computer-based threats define:

- specific roles and responsibilities of organizations involved in CIP and related information security activities;
- interim objectives and milestones for achieving CIP goals and a specific action plan for achieving these objectives, including implementing vulnerability assessments and related remedial plans; and
- performance measures for which entities can be held accountable.

In July 2002 we issued a report identifying at least 50 organizations that were involved in national or multinational cyber CIP efforts, including 5 advisory committees, 6 Executive Office of the President organizations, 38 executive branch organizations associated with departments, agencies, or intelligence organizations, and 3 other organizations. Although our review did not cover organizations with national physical CIP responsibilities, the large number of organizations that we did identify as involved in CIP efforts presents a need to clarify how these entities coordinate their activities with each other. Our report also stated that PD 63 did not specifically address other possible critical sectors and their respective federal agency counterparts. Accordingly, we recommended that the federal government's strategy also:

- include all relevant sectors and define the key federal agencies' roles and responsibilities associated with each of these sectors, and
- define the relationships among the key CIP organizations.

In July 2002, the National Strategy for Homeland Security—called for interim cyber and physical infrastructure protection plans that DHS would use to build a comprehensive national infrastructure plan. According to the National Strategy for Homeland Security, the national plan is to provide a methodology for identifying and prioritizing critical assets, systems, and functions, and for sharing protection responsibility with state and local government and the private sector. The plan is to establish

---

standards and benchmarks for infrastructure protection and provide a means to measure performance. The strategy also states that DHS is to unify the currently divided responsibilities for cyber and physical security. In November 2002, as mentioned previously, the Homeland Security Act of 2002 created DHS and, among other things, required it to develop a comprehensive national plan.

In February 2003, the President issued the interim strategies—The National Strategy to Secure Cyberspace and The National Strategy for the Physical Protection of Critical Infrastructures and Key Assets (hereafter referred to in this testimony as the cyberspace security strategy and the physical protection strategy). Both define strategic objectives for protecting our nation’s critical assets. These strategies identify priorities, actions, and responsibilities for the federal government, including federal lead departments and agencies and DHS, as well as for state and local governments and the private sector. The two do not (1) clearly indicate how the physical and cyber efforts will be coordinated; (2) define the roles, responsibilities, and relationships among the key CIP organizations, including state and local governments and the private sector; (3) indicate time frames or milestones for their overall implementation or for accomplishing specific actions or initiatives; or (4) establish performance measures for which entities can be held responsible. Until a comprehensive and coordinated plan is completed that unifies the responsibilities for cyber and physical infrastructures, identifies roles, responsibilities, and relationships for all CIP efforts, establishes time frames or milestones for implementation, and establishes performance measures, our nation risks not having a consistent and appropriate framework to deal with growing threats to its critical infrastructure.

Better Information Sharing on Threats and Vulnerabilities Must Be Implemented

Information sharing is a key element in developing comprehensive and practical approaches to defending against cyber attacks, which could threaten the national welfare. Information on threats, vulnerabilities, and incidents experienced by others can help identify trends, better understand the risks faced, and determine what preventive measures should be implemented. However, as we have reported in recent years, establishing the trusted relationships and information-sharing protocols necessary to support such coordination can be difficult. In addition, the private sector has expressed concerns about sharing information with the government and the difficulty of obtaining security clearances.

In October 2001, we reported on information sharing practices that could benefit CIP.9 These practices include

---

• establishing trust relationships with a wide variety of federal and nonfederal entities that may be in a position to provide potentially useful information and advice on vulnerabilities and incidents;

• developing standards and agreements on how shared information will be used and protected;

• establishing effective and appropriately secure communications mechanisms; and

• taking steps to ensure that sensitive information is not inappropriately disseminated, which may require statutory changes.

A number of activities have been undertaken to build relationships between the federal government and the private sector, such as InfraGard, the Partnership for Critical Infrastructure Security, efforts by the CIAs, and efforts by lead agencies to establish ISACs. For example, the InfraGard Program, which provides the FBI and NIPC with a means of securely sharing information with individual companies, has expanded substantially. By early January 2001, 618 entities were InfraGard members—up from 277 members in October 2000. Members include representatives from private industry, other government agencies, state and local law enforcement, and the academic community. As of February 2003, InfraGard members totaled over 6,700.

As stated above, PDD 63 encouraged the voluntary creation of ISACs to serve as the mechanism for gathering, analyzing, and appropriately sanitizing and disseminating information between the private sector and the federal government through NIPC. ISACs are critical since private-sector entities control over 80 percent of our nation’s critical infrastructures. Their activities could improve the security posture of the individual sectors, as well as provide an improved level of communication within and across sectors and all levels of government.

While PDD 63 encouraged the creation of ISACs, it left the actual design and functions of the ISACs, along with their relationship with NIPC, to be determined by the private sector in consultation with the federal government. PDD 63 did provide suggested activities which the ISACs could undertake, including:

• establishing baseline statistics and patterns on the various infrastructures;

• serving as a clearinghouse for information within and among the various sectors;

• providing a library for historical data for use by the private sector and government; and

• reporting private-sector incidents to NIPC.
In April 2001, we reported that NIPC and other government entities had not developed fully productive information-sharing relationships but that NIPC had undertaken a range of initiatives to foster information sharing relationships with ISACs, as well as with government and international entities. We recommended that NIPC formalize relationships with ISACs and develop a plan to foster a two-way exchange of information between them.

In response to our recommendations, NIPC officials told us in July 2002 that an ISAC development and support unit had been created, whose mission was to enhance private-sector cooperation and trust so that it would result in a two-way sharing of information. DHS now reports that there are currently 10 ISACs, including ISACs established for sectors not identified as critical infrastructure sectors. Table 3 lists the current ISACs identified by DHS and the lead agencies. DHS officials stated that they have formal agreements with most of the current ISACs.
<table>
<thead>
<tr>
<th>Sectors identified by the National Strategy for Homeland Security</th>
<th>Designated lead agency</th>
<th>ISAC established</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Food</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meat and poultry</td>
<td>Agriculture</td>
<td></td>
</tr>
<tr>
<td>All other food products</td>
<td>Health and Human Services</td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical industry and hazardous materials</td>
<td>Environmental Protection Agency</td>
<td></td>
</tr>
<tr>
<td><strong>Chemicals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defense industrial base</td>
<td>Defense</td>
<td></td>
</tr>
<tr>
<td>Mineral and shipping</td>
<td>Homeland Security</td>
<td></td>
</tr>
<tr>
<td>National monuments and parks</td>
<td>Interior</td>
<td></td>
</tr>
<tr>
<td>Other Sectors that have established ISACs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research and Education Network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real estate</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The lead agencies previously designated by PDD 63 were (in top to bottom) the Department of Commerce, Department of Transportation, Department of Justice/Federal Bureau of Investigation, and the Federal Emergency Management Agency.

**PDD 63* identified as critical sectors: (1) emergency law enforcement and (2) emergency fire services and continuity of government. In the new National Strategy for Homeland Security, emergency law enforcement and emergency fire services are both included in the emergency services sector. Also, continuity of government, along with continuity of operations, is listed as a subcomponent under the government sector.
In spite of progress made in establishing ISACs, additional efforts are needed. All sectors do not have a fully established ISAC, and of those sectors that do, there is mixed participation. The amount of information being shared between the federal government and private-sector organizations also varies. Specifically, the five ISACs we recently reviewed showed different levels of progress in implementing the PDB-63 suggested activities. Specifically, four of the five reported that efforts to establish baseline statistics were still in progress. Also, while all five reported that they serve as the clearinghouse for their own sectors, only three of the five reported that they are also coordinating with other sectors. Only one of the five ISACs reported that it provides a library of incidents and historical data that is available to both the private sector and the federal government, and although three additional ISACs do maintain a library, it is available only to the private sector. The one remaining ISAC reported that they had yet to develop a library but have plans to do so. Finally, four of the five stated that they report incidents to NIPC on a regular basis.

Some in the private sector have expressed concerns about voluntarily sharing information with the government. Specifically, concerns have been raised that industry could potentially face antitrust violations for sharing information with other industry partners, have their information subject to the Freedom of Information Act (FOIA), or face potential liability concerns for information shared in good faith. For example, neither the information technology sector the energy or the water ISACs share their libraries with the federal government because of concerns that information could be released under FOIA. And, officials of the energy ISAC stated that they have not reported incidents to NIPC because of FOIA and antitrust concerns.

Other obstacles to information sharing, previously mentioned in congressional testimony, include difficulty obtaining security clearances for ISAC personnel and the reluctance to disclose corporate information. In July 2002 congressional testimony, the Director of Information Technology for the North American Electric Reliability Council stated that the scope of critical infrastructures need access to more specific threat information and analysis from the public sector and that this may require either more security clearances or declassifying information.

There will be continuing debate as to whether adequate protection is being provided to the private sector as these entities are encouraged to disclose and exchange information on both physical and cyber security problems.

and solutions that are essential to protecting our nation’s critical infrastructures. The National Strategy for Homeland Security, which outlines 12 major legislative initiatives, includes “enabling critical infrastructure information sharing.” It states that the nation must meet this need by narrowly limiting public disclosure of information relevant to protecting our physical and cyber critical infrastructures in order to facilitate its voluntary submission. It further states that the Attorney General will convene a panel to propose any legal changes necessary to enable sharing of essential homeland security-related information between the federal government and the private sector.

Actions have already been taken by Congress and the administration to strengthen information sharing. For example, the USA PATRIOT Act promotes information sharing among federal agencies, and numerous terrorism task forces have been established to coordinate investigations and improve communications among federal and local law enforcement. Moreover, the Homeland Security Act of 2002 includes provisions that restrict federal, state, and local government use and disclosure of critical infrastructure information that has been voluntarily submitted to the DHS. These restrictions include exemption from disclosure under FOIA, a general limitation on use to CIP purposes, and limitations on use in civil actions and by state or local governments. The act also provides penalties for any federal employee who improperly discloses any protected critical infrastructure information. At this time, it is too early to tell what impact the new law will have on the willingness of the private sector to share critical infrastructure information.

Information sharing within the government also remains a challenge. In April 2001, we reported that NIPC and other government entities had not developed fully productive information sharing and cooperative relationships. For example, federal agencies had not routinely reported incident information to NIPC, at least in part because guidance provided by the federal Chief Information Officers Council, which is chaired by the Office of Management and Budget, directs agencies to report such information to the General Services Administration’s FedCIRC. Further, NIPC and DOD officials agreed that their information-sharing procedures needed improvement, noting that protocols for reciprocal exchanges of information had not been established. In addition, the expertise of the U.S. Secret Service regarding computer crime had not been integrated into NIPC efforts. The NIPC director stated in July 2002 that the relationship between NIPC and other government entities had significantly improved since our review, and the quarterly meetings with senior government leaders were instrumental in improving information sharing. In addition, in

---

1See the Clinging and Bouncing America by Providing Appropriate Tools Required to Interdict and Intercept Terrorism (USA PATRIOT Act), Public Law 107-56, October 29, 2001.
3See GAO-04-594T.
testimony subsequent to our work, officials from the FedCIRC and the U.S. Secret Service discussed the collaborative and cooperative relationships that had since been formed between their agencies and NPC.

The private sector has also expressed its concerns about the value of information being provided by the government. For example, in July 2002, the President for the Partnership for Critical Infrastructure Security stated in congressional testimony that information sharing between the government and private sector needs work, specifically, in the quality and timeliness of cyber security information coming from the government.

The cybersecurity security strategy reiterates that the federal government encourages the private sector to continue to establish ISACs and to enhance the analytical capabilities of existing ISACs. It states that ISACs will play an increasingly important role in the national cybersecurity security response system and the overall missions of homeland security. In addition, the physical protection strategy states that the overall management of information sharing activities among government agencies and between public and private sectors has lacked proper coordination and facilitation. The physical protection strategy also establishes specific initiatives for creating more effective and efficient information sharing, including defining protection-related information sharing requirements and promoting the development and operation of critical sector ISACs, and implementing the statutory authorities and powers of the Homeland Security Act of 2002.

Analysis and Warning Capabilities Need To Be Improved

Another key CIP challenge is to develop more robust analysis and warning capabilities to identify threats and provide timely warnings, including an effective methodology for strategic analysis and a framework for collecting needed threat and vulnerability information. Such capabilities need to address both cyber and physical threats.

NPC was established in FY 03 as a "national focal point" for gathering information on threats and facilitating the federal government’s response to computer-based incidents. Specifically, the directive assigned NPC the responsibility for providing comprehensive analyses on threats, vulnerabilities, and attacks; issuing timely warnings on threats and attacks; facilitating and coordinating the government’s response to computer-based incidents; providing law enforcement investigation and response; monitoring reconstructions of minimum required capabilities after an infrastructure attack; and promoting outreach and information sharing. This responsibility requires obtaining and analyzing intelligence, law

enforcement, and other information to identify patterns that may signal that an attack is under way or imminent. Similar activities are also called for in DHS's Information Analysis and Infrastructure Protection Directorate, which has absorbed NIPC.

In April 2001, we reported on NIPC's progress in developing national capabilities for analyzing threat and vulnerability data, issuing warnings, and responding to attacks, among other issues. Overall, we found that while progress in developing these capabilities was mixed, NIPC had initiated a variety of CUF efforts that had laid a foundation for future governmentwide efforts. In addition, NIPC had provided valuable support and coordination related to investigating and otherwise responding to attacks on computers. However, at the time of our review, the analytical capabilities that ODNI asserted were needed to protect the nation's critical infrastructures had not yet been achieved, and NIPC had developed only limited warning capabilities. Developing such capabilities is a formidable task that experts say will take an intense interagency effort.

At the time of our review, NIPC had issued a variety of analytical products, most of which have been tactical analyses pertaining to individual incidents. In addition, it had issued a variety of publications, most of which were compilations of information previously reported by others with some NIPC analysis. We reported that the use of strategic analysis to determine the potential broader implications of individual incidents had been limited. Such analysis looks beyond one specific incident to consider a broader set of incidents or implications that may indicate a potential threat of national importance. Identifying such threats assists in proactively managing risk, including evaluating the risks associated with possible future incidents and effectively mitigating the impact of such incidents.

We also reported that three factors hindered NIPC's ability to develop strategic analytical capabilities:

- First, there was no generally accepted methodology for analyzing strategic cyber-based threats. For example, there was no standard terminology, no standard set of factors to consider, and no established thresholds for determining the sophistication of attack techniques. According to officials in the intelligence and national security community, developing such a methodology would require an intense interagency effort and dedication of resources.

- Second, NIPC had sustained prolonged leadership vacancies and did not have adequate staff expertise, in part because other federal...
agencies had not provided the originally anticipated number of
detailed reports. For example, at the close of our review in February 2001, the
position of Chief of the Analysis and Warning Section, which was to be
filled by the Central Intelligence Agency, had been vacant for about
half of NIPC’s 3-year existence. In addition, NIPC had been operating
with only 15 of the 24 analysts that NIPC officials estimated were
needed to develop analytical capabilities.

- Third, NIPC did not have industry-specific data on factors such as
critical system components, known vulnerabilities, and
interdependencies. Under PDD-65, such information is to be developed
for each of eight industry segments by industry representatives and the
designated federal lead agencies. However, at the close of our work,
only three industry assessments had been partially completed, and
none had been provided to NIPC. In September 2001, we reported that
although outreach efforts had raised awareness and improved
information sharing, substantive, comprehensive analysis of
infrastructure sector interdependencies and vulnerabilities had been
limited.

To provide a warning capability, NIPC had established a Watch and
Warning Unit that monitors the Internet and other media 24 hours a day to
identify reports of computer-based attacks. While some warnings were
issued in time to avert damage, most of the warnings, especially those
related to viruses, pertained to attacks under way. We reported that
NIPC’s ability to issue warnings promptly was impeded because of (1) a
lack of a comprehensive governmentwide or nationwide framework for
promptly obtaining and analyzing information on imminent attacks; (2) a
shortage of skilled staff; (3) the need to ensure that NIPC does not raise
undue alarm for insignificant incidents; and (4) the need to ensure that
sensitive information is protected, especially when such information
pertaina to law enforcement investigations under way.

In addition, NIPC’s own plans for further developing its analysis and
warning capabilities were fragmented and incomplete. The relationships
between the Center, the FBI, and the National Coordinator for Security,
Infrastructure Protection, and Counter-Terrorism at the National Security
Council were unclear regarding who had direct authority for setting NIPC
priorities and procedures and providing NIPC oversight. As a result, no
specific priorities, milestones, or program performance measures existed
to guide NIPC’s actions or provide a basis for evaluating its progress.

In our report, we recognized that the administration was reviewing the
government’s infrastructure protection strategy and recommended that, as
the administration proceeds, the Assistant to the President for National
Security Affairs, in coordination with pertinent executive agencies.
• establish a capability for strategically analyzing computer-based threats, including developing related methodology, acquiring staff expertise, and obtaining infrastructure data;
• require the development of a comprehensive data collection and analysis framework and ensure that national watch and warning operations for computer-based attacks are supported by sufficient staff and resources; and
• clearly define the role of NIPC in relation to other government and private-sector entities.

In July 2002, NIPC’s director stated that, in response to our report’s recommendations, NIPC had developed a plan with goals and objectives to improve its analysis and warning capabilities and had made considerable progress in this area. The plan establishes and describes performance measures both for its analysis and warning section and for other issues relating to staffing, training, investigations, outreach, and warning. In addition, the plan describes the resources needed to reach the specific goals and objectives for the analysis and warning section. The director also stated that the analysis and warning section had created two additional teams to bolster its analytical capabilities: (1) the critical infrastructure assessment team to focus efforts on learning about particular infrastructures and coordinating with respective infrastructure efforts and (2) the collection operations intelligence liaison team to coordinate with various entities within the intelligence community. The director added that NIPC (1) started holding a quarterly meeting with senior government leaders of entities that it regularly works with to better coordinate its analysis and warning capabilities; (2) had developed close working relationships with other CIP entities involved in analysis and warning activities, such as FedCIRC, DOD’s Joint Task Force for Computer Network Operations, Carnegie Mellon’s CERT Coordination Center, and the intelligence and anti-virus communities; and (3) had developed and implemented procedures to more quickly share relevant CIP information, while separately continuing any related law enforcement investigation.

The director also stated in July 2002 that NIPC had received sustained leadership commitment from key entities, such as the CIA and the National Security Agency, and that it continued to increase its staff primarily through reservists and contractors. However, the director acknowledged that our recommendations were not fully implemented and that despite the accomplishments to date, much more had to be done to create the robust analysis and warning capabilities needed to adequately address cyberattacks.

Another challenge confronting the analysis and warning capabilities of our nation is that, historically, our national CIP attention and efforts have been
focused on cyber threats. In April 2001, we reported that while PDD 63 covers both physical and computer-based threats, federal efforts to meet the directive’s requirements have primarily been based on computer-based threats, since this was an area that the leadership of the administration’s CIP strategy viewed as needing attention. In July 2002, NPC reported that the potential for concurrent cyber and physical attacks, referred to as “swarming attacks,” is an emerging threat to the U.S. critical infrastructure. In July 2002, the director of NPC told us that NPC had begun to develop some capabilities for identifying physical CIP threats. For example, NPC had developed thresholds with several ISAAs for reporting physical incidents and, since January 2002, has issued several information bulletins concerning physical CIP threats. However, NPC’s director acknowledged that fully developing this capability will be a significant challenge. The physical protection strategy states that DHS will maintain a comprehensive, up to date assessment of vulnerabilities across sectors and improve processes for domestic threat data collection, analysis, and dissemination to state and local government and private industry.

Another critical issue in developing effective analysis and warning capabilities is to ensure that appropriate intelligence and other threat information, both cyber and physical, is received from the intelligence and law enforcement communities. For example, there has been considerable public debate regarding the quality and timeliness of intelligence data shared between and among relevant intelligence, law enforcement, and other agencies. Also, as the transfer of NPC to DHS organizationally separated NPC from the FBI’s law enforcement activities, including the Counterterrorism Division and the FBI field agents, it will be critical to establish mechanisms for continued communication to occur. Further, it will be important that the relationships between the law enforcement and intelligence communities and the new DHS are effective and that appropriate information is exchanged on a timely basis.

In January 2003, the President announced the creation of a multi-agency Terrorist Threat Integration Center (TTIC) to merge and analyze terrorist-related information collected domestically and abroad in order to form the most comprehensive possible threat picture. The center will be formed from elements of the Department of Homeland Security, the FBI’s Counterterrorism Division, the Director of Central Intelligence’s Counterterrorism Center, and the Department of Defense. Specifically, the President stated that it would:

- optimize the use of terrorist threat-related information, expertise, and capabilities to conduct threat analysis and inform collection strategies;

---

• create a structure that ensures information sharing across agency lines in a way consistent with our national values of privacy and civil liberties;

• integrate terrorist-related information collected domestically and abroad in order to form the most comprehensive possible threat picture; and

• be responsible and accountable for providing terrorist threat assessments for our national leadership.

The TTIC is scheduled to begin operations within the CIA's facilities on May 1, 2003, but will eventually move to a new, independent facility. The center is to receive $50 million in fiscal year 2004. The TTIC will fuse international threat-related information from the CIA with domestic threat-related information collected by the FBI's Joint Terrorism Task Forces and analyzed by a separate FBI information analysis center.

In addition, according to NIPC’s director, as of July 2002, a significant challenge in developing a robust analysis and warning function is the development of the technology and human capital capacities to collect and analyze substantial amounts of information. Similarly, the Director of the FBI testified in June 2002 that implementing a more proactive approach to preventing terrorist acts and denying terrorist groups the ability to operate and raise funds requires a centralized and robust analytical capacity that did not exist in the FBI's Counterterrorism Division. He also stated that processing and exploiting information gathered domestically and abroad during the course of investigations requires an enhanced analytical and data mining capacity that was not then available. Furthermore, NIPC's director stated that multiagency staffing, similar to NIPC, is a critical success factor in establishing an effective analysis and warning function and that appropriate funding for such staff is important.

The National Strategy for Homeland Security identified intelligence and warning as one of six critical mission areas and called for major initiatives to improve our nation’s analysis and warning capabilities. The strategy also stated that no government entity was then responsible for analyzing terrorist threats to the homeland, mapping these threats to our vulnerabilities, and taking protective action. The Homeland Security Act gives such responsibility to the new DHS. Further, the Act gives DHS broad statutory authority to access intelligence information, as well as other information, relevant to the terrorist threat and to turn this information into useful warnings. For example, according to a White House fact sheet, DHS’s Information Analysis and Infrastructure

---
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Protection Directorate is to receive and analyze terrorism-related information from the TTIC.*

An important aspect of improving our nation's analysis and warning capabilities is having comprehensive vulnerability assessments. The President's National Strategy for Homeland Security also stated that comprehensive vulnerability assessments of all of our nation's critical infrastructures are important from a planning perspective in that they enable authorities to evaluate the potential effects of an attack on a given sector and then invest accordingly to protect it. The strategy stated that the U.S. government does not perform vulnerability assessments of the nation's entire critical infrastructure. The Homeland Security Act of 2002 stated DHS's Under Secretary for Information Analysis and Infrastructure Protection is to carry out comprehensive assessments of the vulnerabilities of key resources and critical infrastructures of the United States.

Additional Incentives Are Needed to Encourage Increased Nonfederal Efforts

The President's fiscal year 2004 budget request for the new DHS includes $829 million for information analysis and infrastructure protection, a significant increase from the estimated $177 million for fiscal year 2003. In particular, the requested funding for protection includes about $600 million to identify key critical infrastructure vulnerabilities and support the necessary steps to ensure that security is improved at these sites. Although it also includes almost $80 million for warning advocacy, threat assessments, a communications system, and outreach efforts to state and local governments and the private sector, additional incentives may still be needed to encourage nonfederal entities to increase their CIP efforts.

PDD 63 also stated that sector liaisons should identify and assess economic incentives to encourage the desired sector behavior in CIP. Further, to facilitate private-sector participation, it encouraged the voluntary creation of information sharing and analysis centers (ISACs) that could serve as mechanisms for gathering, analyzing, and appropriately sanitizing and disseminating information to and from infrastructure sectors and the federal government through NIPC. Consistent with the original intent of PDD 63, the National Strategy for Homeland Security states that, in many cases, sufficient incentives exist in the private market for addressing the problem of CIP. However, the strategy also discusses the need to use policy tools to protect the health, safety, or well-being of the American people. It mentions federal grants programs to assist state and local efforts, legislation to create incentives for the private sector, and, in some cases, regulation. The physical security strategy refers to that.
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additional regulatory directives and mandates should only be necessary in instances where the market forces are insufficient to prompt the necessary investments to protect critical infrastructures and key assets. The cybersecurity strategy also states that the market is to provide the major impetus to improve cybersecurity and that regulation will not become a primary means of securing cyberspace.

Last year, the Comptroller General testified on the need for strong partnerships with those outside the federal government and that the new department would need to design and manage tools of public policy to engage and work constructively with third parties. We have previously testified on the choice and design of public policy tools that are available to governments. These public policy tools include grants, regulations, tax incentives, and regional coordination and partnerships to motivate and mandate other levels of government or the private sector to address security concerns. Some of these tools are already being used. For example, as the lead agency for the water sector, the EPA reported providing approximately $50,000 to $1 million to assist large drinking water utilities in developing vulnerability assessments, emergency response/operating plans, security enhancement plans and designs, or a combination of these efforts.

In a different approach, the American Chemistry Council, the ISAC for the chemical sector, requires as a condition for membership that its members perform enhanced security activities, including vulnerability assessments. However, because a significant percentage of companies that operate major hazardous chemical facilities do not perform these voluntary security activities, the physical security strategy recognized that mandatory measures may be required. The strategy stated that EPA, in consultation with DHS and other federal, state, and local agencies, will review current laws and regulations pertaining to the sale and distribution of highly toxic substances to determine whether additional measures are necessary. Moreover, the strategy also stated that DHS, in concert with EPA, will work with Congress to enact legislation requiring certain facilities, particularly those that maintain large quantities of hazardous chemicals in close proximity to large populations, to enhance site security.

Without appropriate consideration of public policy tools, private sector participation in sector-related CIP efforts may not reach its full potential. For example, we reported in January 2003 on the efforts of the financial services sector to address cyber threats, including industry efforts to share information and to better foster and facilitate sectorwide efforts. We also reported on the efforts of federal entities and regulators to partner with

---

the financial services industry to protect critical infrastructures and to address information security. We found that although federal entities had a number of efforts ongoing, Treasury, in its role as sector liaison, had not undertaken a comprehensive assessment of the potential public policy tools to encourage the financial services sector in implementing CIP-related efforts. Because of the importance of considering public policy tools to encourage private sector participation, we recommended that Treasury assess the need for public policy tools to assist the industry in meeting the sector’s goals. In addition, in February 2003, we reported on the mixed progress five ISACs had made in accomplishing the activities suggested by PDD 63. We recommended that the responsible lead agencies assess the need for public policy tools to encourage increased private-sector CIP activities and greater sharing of intelligence and incident information between the sectors and the federal government.

In summary, through audit and evaluation results and the management review and reporting requirements implemented through GIBBA and new FISMA, agencies have increased management attention to information security and begun to show progress in correcting identified weaknesses. In addition, continued guidance and OMB and congressional oversight have emphasized the ongoing commitment to improving the federal government’s information security. Such efforts must be sustained to help ensure that federal agencies are responding to and providing appropriate protections against the growing threat to the systems that support their missions and provide vital services to the American people. Further, we believe that a comprehensive strategy addressing certain key issues would help to guide these efforts and ensure that they are coordinated and consistently implemented governmentwide.

Over the last several years, we have also identified various challenges to the implementation of CIP that need to be addressed. Although improvements have been made and continuing efforts are in progress, greater efforts are still needed to effectively address them. These challenges include developing a comprehensive and coordinated national plan, improving information sharing on threats and vulnerabilities between the private sector and the federal government as well as within the government itself, improving analysis and warning capabilities, and encouraging entities outside the federal government to increase CIP efforts. It is also important to emphasize that much of the success of ensuring the security of our nation’s critical infrastructure will depend on appropriately integrating all CIP efforts with the implementation of the new DHS.

Mr. Chairman, this concludes my written testimony. I would be pleased to answer any questions that you or other members of the Subcommittee...
may have at this time. If you should have any questions about this testimony, please contact me at (202) 512-3317. I can also be reached by e-mail at dianetr@gao.gov.
Mr. PUTNAM. Thank you very much, Mr. Dacey. We appreciate all of the remarks of the panel.

I will recognize Mr. Clay for his questions.

Mr. CLAY. Thank you, Mr. Chairman. Mr. Dacey, Mr. Clarke suggested that GAO should develop the capacity to give Congress real-time security reports on all executive agencies’ computer systems. Is GAO prepared to undertake this responsibility?

Mr. DACEY. Not as of today. I would say that we have been doing reviews, and, in fact, while Mr. Pyke did not say prior to his appointment as CIO, we had done a review of Commerce and I am very pleased to hear of the progress they have made in the last 2 years since that. We certainly have a suite of tools, and there are tools available commercially, that can be used to assess security in systems, to scan them, so to speak. We use them, other people in the commercial sector use them to do testing of networks. So in terms of technologies, those types of systems are available. Now, what we run into routinely when we go to agencies is we have to figure out how to run them on their systems and how to interface, and how to use them on their networks and how their networks are configured, which actually takes a large amount of our time to do that.

So I guess the question of active monitoring, GAO has and continues to support that agencies should be regularly monitoring their systems for these kinds of vulnerabilities, and there are thousands, I heard a number before but there are literally thousands of these vulnerabilities. I do know that NASA has undertaken for the last year or so a project to actually assess all of their networks for a subset of vulnerabilities, 20 or 30 odd vulnerabilities, I forget the exact number, that they actively report on to agency management in terms of whether those vulnerabilities exist. They have metrics and measurements performance measures against that.

So, at least with respect to a subset, I think it has been demonstrated that agencies can do that. I will leave it to Congress and others to decide who will do that. But certainly it is very possible to be done.

Mr. CLAY. OK. It is my understanding that the National Institute of Standards and Technology is about to release a draft of security standards required under FISMA. Have you reviewed those standards? And if not, what are your plans for reviewing them?

Mr. DACEY. FISMA required NIST to develop basically risk levels and minimum security standards for each risk level. Separately, as part of the Cyber Research and Development Act, NIST is required to develop checklists for settings on technologies that are widely used or will be widely used in the Federal Government. FISMA made as one of its requirements that NIST consult with GAO on this issue, and they have consulted with us thus far. They are still actively developing those standards. What we have done is to basically look at what we use in terms of our audit process, what do we audit against and trying to ensure that their standards would at least include at a minimum the kind of things that we look for when we do our audits. So that process is taking place. I cannot say exactly when those standards will be developed, but they are intended I understand to be developed for public exposure and comment.
Mr. CLAY. Thank you, Mr. Pyke, in the last panel, Mr. Clarke suggested that IT security be contracted to private firms with penalties on the contractor for breaches. I would like to hear your thoughts on that suggestion.

Mr. PYKE. Mr. Clay, I respectfully disagree with that particular recommendation, although I think that there is plenty of room for us to outsource many of the capabilities we need to have a complete and effective IT security program. As we have done in Commerce from the Secretary on down, I think it is very important to have personal accountability of our managers for the management of IT security. I also think it is important to have a high level individual or individuals responsible for IT security within the organization. When I was the CIO of the National Oceanic and Atmospheric Administration, I raised IT security to the top level within the CIO office. At the Commerce Department, we have IT security and critical infrastructure protection at the top level within the Commerce CIO office. I should add that we have full-time individuals responsible for each of these important functions.

So I do not think the responsibility for IT security within any Federal agency can be delegated by outsourcing. But I do think, especially since we all face a shortfall of the scarce resources necessary to keep on top of IT security, I do think that it is an excellent idea to take advantage of outsourcing to get the job done.

Mr. CLAY. Mr. Pyke, let me also ask you about the Census Bureau. Do they have an enterprise architecture for the modernization of its geographic system, and has your office reviewed that architecture?

Mr. PYKE. Yes. The Census Bureau does have an architecture, and their overall architecture for the agency as a whole and for moving ahead toward the next decennial census is a part of the overall enterprise architecture that we have for the entire Department of Commerce.

Mr. CLAY. What is the cost of this modernization project?

Mr. PYKE. Are you talking about the census modernization?

Mr. CLAY. Yes.

Mr. PYKE. If I may, sir, I would like to provide that number for you for the record.

Mr. CLAY. That will be fine. Thank you.

Ms. MacLean, the last question. Has the banking industry been concerned about sharing information with the Federal Government? And does the FOIA exclusion passed as part of Homeland Security address those concerns?

Ms. MACLEAN. That is a very great question. The financial services sector as a whole believes strongly that FOIA protection is critical to our ability to share information with the Federal Government. Being able to share that information without fear of disclosure of specifics I think is very, very important. So, keeping with that FOIA protection another aspect of that, if we go back to Y2K and the way that Y2K protection was handled with the FOIA; also, liability protection is another aspect that we feel is important.

Mr. CLAY. Thank you. Thank you, Mr. Chairman.

Mr. PUTNAM. Thank you, Mr. Clay. I would like to followup on that question with Ms. MacLean. What would be the threshold of breach or the threshold of cyber threat or cyber attack that would
trigger the need for a public disclosure to the customer or client whose information is jeopardized?

Ms. MACLEAN. I would like to say it somewhere happens naturally. We do share information today as part of our Information Sharing and Analysis Center. We have an FSISAC where today we share information among institutions. We also are required by law and by regulation to notify the Government of any major breach through our SAR program at the financial institution level.

I think making things public really just depends on whether or not there is that need that would assist us in helping resolve the issue. I do not think that it is conducive to make that public every time there is a breach. I think one of the metrics, and I heard you say earlier in the very beginning about the increased numbers of incidents, I actually think that is a positive metric. I think we should be looking for those reports to go up. But I do not think you necessarily need to make those public in order to work the issues and determine what vulnerabilities need to be addressed.

Mr. PUTNAM. Is there a current Federal law or regulation that requires a customer or client whose information may have been breached to be notified? If there is not, what is your company’s policy?

Ms. MACLEAN. Yes, from a privacy perspective. And in the State of California, I think it was mentioned earlier, that if there is a breach where public or private information is compromised, you are required to notify that customer. That is different than going on CNN and making that public. It is also for the protection of those customers that I do believe the customer should be notified but not necessarily make all that information public because it does violate their privacy from another aspect.

Mr. PUTNAM. Mr. Pyke, your role as CIO of Commerce, you have oversight for critical infrastructure protection, is that correct?

Mr. PYKE. That is correct.

Mr. PUTNAM. Not just within the Department itself but within the infrastructures that are within the jurisdiction of the Department?

Mr. PYKE. I have responsibility for critical infrastructure within the Department. I am the Critical Infrastructure Assurance Officer.

Mr. PUTNAM. OK. So if there is a substantial cyber threat on an industry within the regulation of the Department of Commerce, are you the first one notified or is someone in Homeland Security the first one notified?

Mr. PYKE. I am notified only when there is a threat or possible threat to our systems and data, not to the sectors of industry that we relate to or interact with. My understanding is that is where the Department of Homeland Security comes in. They are one of the sources of alerts to us about a possible threat, and, as Mr. Forman mentioned, we received three very helpful alerts fairly recently that we and the other agencies across Government have been able to react to. I would hope that those kinds of alerts are made available to the private sector as well.

Mr. PUTNAM. Ms. MacLean, one of the recurring themes today has been that there is a high level of reluctance to compel the private sector to report and there is also some tremendous concern about increasing the regulatory role in setting minimum standards.
What are your feelings on the minimum standards and the approach of regulation? How do we incent that in the private sector so that we have the information that we need and we are getting the results that we need without an over-reaching from the regulatory approach?

Ms. MacLean. Today, our particular sector, the financial services sector is highly regulated. So, in some ways, we are already the beneficiary of having some of those guidelines in place. There are a number of regulations today. I think it was mentioned, the Graham-Leach-Bliley Act is one of those regulations which incent or require you to put in additional controls.

The second part of that question on how do we make that process, should we make that process and do more of that, I really do not think additional regulation is conducive to actually getting companies to put those controls in place. Risk management, in most companies, especially in the financial sector, is in the business of selling trust. So it is to our advantage to really provide secure services to our customers. The customers demand that. And so there is a market force that really is at the heart of everything we do. We do it because it makes good business sense. And the checks and balances are in place, if you will, through the regulatory agencies who oversee us.

Mr. Putnam. Did you agree with the recommendation of the first panel that perhaps the way to get at publicly traded corporations is to have a certified audit process that is reflected in a report to the SEC?

Ms. MacLean. I do agree with that. And we do that to an extent today within the financial services sector. I think that would be an effective means. And you are looking more at an effective program versus regulating that program.

Mr. Putnam. One of the challenges that has come up is that a number of the issues we deal with are not as much technological challenges as they are human challenges or cultural challenges. How are you or others in the private sector held accountable for protecting your infrastructure from security breaches?

Ms. MacLean. My whole job at Bank of America is to provide that leadership, that vision, and I mentioned execution and accountability. I think those are four core things that have to be in place for any effective program. I think within the financial services sector, the way that we have organized with the associations is to provide that leadership and guidance to all of the financial services sector so that we are consistent in our approach.

The other key to this I think is the outreach opportunities, because we are very interdependent on other sectors, such as telecommunications and energy and our government partners, the Federal Reserve Bank, other people with whom we have interdependencies. Making sure that everyone within each link of the chain, if you will, those chains, the links in the chains are all doing the right things. I think the leadership around those best practices and expectations that we have are really critical to having a cohesive integrated program.

Mr. Putnam. Let me give you a version of what I asked Mr. Pyke. If you get a report that there is something very suspicious going on, something that is raising red flags in your infrastructure
protection systems, is your first instinct to call the Comptroller General or the Federal Reserve or Homeland Security?

Ms. MACLEAN. My first instinct is to call our crisis management hotline together which includes all of our institutions, and includes our regulators who are a part of that process. And that is part of what the council has put into place. Having that blast message, if you will, which goes out to multiple avenues so that we ensure that we get everybody on the phone, would be the first thing that we would do.

Mr. PUTNAM. And I would assume that would probably be replicated throughout the different sectors—the power company’s first response would be to notify FERC or DOE; telecommunications, their equivalent agency or department of jurisdiction. It makes you wonder at what point it finally gets to the people who are in charge of that, which would be Homeland Security.

Mr. Dacey, what is the biggest obstacle that you have found in the failure of the Federal Government to have adequate information security, and is it a human challenge or a technological challenge?

Mr. DACEY. Most of the issue really relates I think to a human challenge. We have many technologies to monitor and manage these systems and I think it is a matter of getting the right amount of attention, focus, responsibility, and accountability in place. What we have now is a situation where some agencies have done better than others. If you look at our written testimony, there are a lot of charts that summarize some of the GISRA reporting for the second year and some agencies are reporting statistics, such as Mr. Pyke, that are quite high and others that are low. And I think the issue is really focusing in on what are the reasons why some of these agencies are doing better than others.

There is no silver bullet to any of this. But one of the things that Mr. Pyke referred to earlier is the fact that he has responsibility for establishing information security standards and monitoring those and maintaining accountability for people to implement those throughout the agency. In many of the agencies that we have looked at, that has not always been the case. The CIO at the agency level has certain responsibilities but oftentimes the component parts of the agency have autonomy to develop and establish their networks and their security. And in those environments, if you have a situation where one component has weak security, that can jeopardize the rest of the agency considering that in most cases their systems are interlinked and oftentimes trusted, so that getting access to one can readily get you access to another.

So I think those are the primary issues. I think OMB laid those out in their first year GISRA report and are continuing to work those issues. If you look at the numbers, again, there is definitely progress being shown. But if you look at some of them, you will see that there is a lot of information we do not have yet. We talk about a process for managing vulnerabilities, but in many cases systems have not really been fully tested or analyzed to identify the vulnerabilities that exist so that it can be fixed. So there is a process here that needs to take place. But, certainly, the GISRA and now FISMA I think have been landmark changes in the way in which information security has been viewed by the agencies.
The last part, which was referred to a little earlier, is research and development. I think it is key that continue in a cohesive fashion so that we can make sure that we are developing the best technologies we have to defend against cyber threats.

Mr. PUTNAM. Certainly, the current in IT management and procurement has been away from the traditional stovepipe system and the inherent redundancies and duplication. But presumably a positive benefit of those stovepipes and of those redundancies is some limited protection from a cyber security threat. For all the consequences of not being able to communicate with one another, the benefits have been that you had some kind of a firewall there. Would you comment on that a little bit. As we press these agencies to tear down stovepipes, what consequence does that have for cyber security?

Mr. DACEY. I think many, if not all, of the agencies have really gotten to a point where they are highly internetworked within themselves. I think, based upon the studies we have done where we have actually gone in and assessed security, we have generally found that, again, the systems are fairly trusted. One of the concerns that we have expressed is not only the impact of an external party coming in, but also internal parties are a threat to security as well. When you have got tens of thousands of users in some of these systems, you really have to be careful to manage that.

What we have not seen in many systems is once we are able to get in, we do try as part of our audits to break into systems both internally and externally, and are generally successful, but when we do that, we typically find that we can use that access to gain privileges throughout the entire network and other places. So to some extent, I think removing the stovepipes in terms of information security is critical or you are going to continue to have that. What we have not seen is really an effective segmenting of networks so that if one is broken into, you cannot get access to other parts. That is certainly technologically possible. And if you follow through FISMA and the idea that there will be different risk level systems, you are going to have to come up with a strategy on segmenting them so you have one high level risk system that does not connect to a low level risk system without appropriate protections.

Mr. PUTNAM. Mr. Pyke, we have heard from Ms. MacLean on the accountability measures that are in place in the private sector to ensure an appropriate commitment to cyber security. What has Secretary Evans empowered you to do that has made the Department of Commerce a model for success in a situation where everyone else is pretty well mired in failure?

Mr. PYKE. Mr. Chairman, one of the things he has done has been not just to empower me as CIO to do my job and do it in a full way, but he has empowered and mandated that the Commerce agency heads, the under secretaries, assistant secretaries, and directors of the individual bureaus or operating units within the Department, that they give their time and attention to computer security, to protecting the infrastructure. And this has opened the way for my staff and me to be able to provide policy guidance, to provide direction, and have it received well. It has opened the way for us to work with the Commerce agencies and have them be responsive when we have an incident that we need to handle.
I might mention with regard to something you asked me earlier in terms of incident handling, we have had at least one incident that I am aware of where we had an intrusion that we reported. When we have an intrusion that we detect we report the incident to FedCIRC, to the Federal Computer Incident Response Center which is now part of the Department of Homeland Security. That particular incident resulted in a Government-wide alert and I believe an alert that went out to the private sector as well with regard to the appropriate measures to take to respond to that particular threat.

Mr. PUTNAM. Thank you, Mr. Pyke.

I want to thank all of our witnesses from both panels for their outstanding testimony and their ability to help us understand what is a very complex issue. It is clear that the time to act is now. We have not made the progress that we need to make to be as prepared as we should be as a Nation. We must all work together to protect our Nation from what could certainly be a digital disaster.

I want to thank Mr. Clay for his input and his support of our efforts on the subcommittee. And recognizing that we were not able to answer all the questions that people had, I will keep the record open for 2 weeks for submitted questions and answers.

Mr. Dacey, Mr. Pyke, Ms. MacLean, we appreciate what you do. We appreciate your service to the subcommittee.

And with that, we stand adjourned.

[Whereupon, at 11:30 a.m., the subcommittee was adjourned, to reconvene at the call of the Chair.]